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ABSTRACT: The spatial variability of the liquid water path (LWP) is analyzed from a large-eddy simulation of the diurnal
cycle of stratocumulus clouds as observed during FIRE I. In stratocumulus clouds, the temperature and the total specific
humidity cannot fluctuate independently, but are tightly connected to fluctuations in the liquid water potential temperature.
If the latter are relatively small, a strong positive correlation between the temperature and the total specific humidity can
be expected. The effect of temperature fluctuations on the magnitude of liquid water fluctuations must be considered to
properly compute the LWP distribution in stratocumulus clouds.

The simulated stratocumulus cloud fields are used to compute the albedo inhomogeneity factor χ according to the
effective thickness approach. During the day, the mean LWP decreases due to short-wave radiative warming. Also, the
probability density function for the LWP becomes positively skewed due to cumuli that have their base well below the
mean stratocumulus cloud-base height. For this situation, the inhomogeneity factor χ displays a minimum value of about
0.85. For solid (unbroken) cloud with an assumed Gaussian distribution for the optical depth, we find that the minimum
inhomogeneity factor will be about 0.8. This minimum value for the inhomogeneity factor, and that from the LES results,
are larger than reported from FIRE I observations. Copyright  2008 Royal Meteorological Society
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1. Introduction

A cloud layer which exhibits horizontal variations in
the liquid water path (LWP) will typically have a lower
cloud albedo than a plane-parallel cloud that has exactly
the same volume mean cloud LWP and microphysical
structure (Harshvardhan and Randall, 1985). This plane-
parallel albedo bias arises because the albedo of a cloudy
column is a convex function of the cloud optical depth.

Large-scale models that do not have information on
the subgrid variability of the LWP should therefore
correct for the inhomogeneity factor as plane-parallel
clouds will invariably have larger cloud albedos. Cahalan
et al. (1994) analysed time series of marine stratocumu-
lus LWPs observed off the coast of California during
FIRE I (First International Satellite Cloud Climatology
Project Regional Experiment, June 29–July 20, 1987).
They showed that the observed albedos can be repro-
duced with the plane-parallel calculation if an effective
cloud optical depth τeff is used, according to τeff = χτ .
During FIRE, the inhomogeneity factor was estimated as
χ = 0.7 (Cahalan et al., 1994). The use of this reduction
factor, which is also referred to as the effective thickness
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approximation (ETA), was implemented in the ECMWF
model by Tiedtke (1996). However, Pincus et al. (1999)
studied ship observations and satellite imagery of stra-
tocumulus in the same region and found a much smaller
albedo bias effect. The use of a constant reduction fac-
tor is questionable as its precise value depends on the
mean and the variance of the cloud optical depth, which
are controlled by the boundary-layer turbulence and the
large-scale atmospheric circulation (Barker et al., 1996;
Los and Duynkerke, 2001; Rossow et al., 2002; Bäuml
et al., 2004).

The McICA (Monte Carlo Independent Column
Approximation) method is a fundamentally different
approach to incorporate the effect of cloud horizontal
inhomogeneity on radiation (Barker et al., 2002; Pincus
et al., 2003; Barker and Räisänen, 2004; Räisänen et al.,
2004). This method is based on the generation of a cloud
field on a column-by-column basis, while conserving the
same value for the mean column LWP. The cloud gener-
ator uses information about layer cloud fraction, vertical
overlap of cloud fraction and cloud condensate for adja-
cent layers, and density functions describing horizontal
variations in cloud water content. The ICA assumes that
the radiative transfer can be computed for every single
subcolumn, which eliminates the need to correct for the
albedo bias effect. The accuracy of the McICA procedure
critically depends on a precise estimation of the subgrid
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Figure 1. Grey-scale plots of the instantaneous liquid water path, the total water specific humidity, the temperature, the liquid water content and
the liquid water potential temperature fields in the middle of a stratocumulus cloud layer after 8 hours of simulation time on a large horizontal
domain (25.6 × 25.6 km2). The fields were obtained from a large-eddy simulation of the diurnal cycle of stratocumulus off the coast of California

as observed during FIRE I. The results show that the large-scale structures are nearly identical.

variability of the LWP and the cloud fraction.
In this study we analyse the effect of humidity and

temperature fluctuations on the cloud liquid water vari-
ability. We analyse results from a large-eddy simulation
(LES) of the the diurnal cycle of FIRE I stratocumulus.
This case was set up as a model intercomparison case
within the framework of the EUROCS (European Cloud
Systems) project (Duynkerke et al., 2004). To allow the

formation of mesoscale fluctuations by boundary-layer
turbulence, the simulation was performed on a large
horizontal domain of 25.6 × 25.6 km2 (De Roode et al.,
2004). The motivation of this research can perhaps
be best illustrated from the LES results displayed in
Figure 1. It is clear that the modelled LWP, the in-cloud
total water specific humidity, the temperature and the
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liquid water content exhibit nearly identical spatial struc-
tures. Section 2 discusses in more detail some statistics
of the LES results and compares them to observations
reported by Wood and Taylor (2001). The effect of
temperature fluctuations on liquid water fluctuations is
discussed in sections 3 and 4. The diurnal variation of
the inhomogeneity factor χ is computed from simulated
FIRE I stratocumulus fields and is presented in section 5.
Section 6 summarizes and discusses the major findings.

2. Large-eddy simulation of the diurnal cycle of
stratocumulus as observed during FIRE I

2.1. Experimental set-up

The diurnal cycle of the FIRE I stratocumulus case is
investigated from results obtained with the Dutch atmo-
spheric LES (DALES) model. A large horizontal domain
(25.6 × 25.6 × 1.2 km3) was used with a horizontal (ver-
tical) grid space of 100 (20) m. The model solves prog-
nostic equations for the liquid water potential tempera-
ture θl = θ − Lvap/(cp�)ql, the total water content qt =
qvap + ql and the u, v and w components of the wind
velocities. Here � = T /θ indicates the Exner function,
qvap (ql) is the (liquid water) specific humidity, θ is the
potential temperature, Lvap is the latent heat of vapor-
ization, cp is the isobaric specific heat for dry air, and
εI = 1/ε − 1 ≈ 0.608, where ε = Rd/Rvap, the ratio of
the specific gas constants for dry air and water vapour.
Note that in the absence of cloud liquid water, θl = θ .
The LES model does not take into account drizzle, in
which case the quantities θl and qt are conserved for adia-
batic processes that involve condensation or evaporation.
The simulated stratocumulus cloud layer studied here can
therefore be best regarded as a polluted cloud, which is
less likely to produce precipitation than stratocumulus in
a very clear environment. The grid-box mean of the liq-
uid water content is diagnosed from the grid-box mean
values of θl and qt. We use overbars to indicate the slab
average over the horizontal domain of the model, and
primes to denote the deviation from the horizontal slab
mean, e.g. θl and θ ′

l .
The initial (thermo)dynamic state was based on

radiosonde observations of temperature and relative
humidity vertical profiles collected during the FIRE I
stratocumulus experiment (Duynkerke et al., 2004). The
effects of large-scale horizontal advection and radiative
flux divergence in the free atmosphere were accounted
for by prescribed fixed, height-dependent tendencies. In
addition, the large-scale subsidence rate was prescribed.

2.2. Simulated evolution of the cloud layer

The simulated evolution of the stratocumulus cloud
boundaries are displayed in Figure 2. The cloud top is
capped by a very strong inversion. The gradual increase
of the cloud-top height during the night and a lowering
during the day reflect a competition between the large-
scale subsidence and the entrainment rate. The boundary-
layer height is in a steady state if the entrainment rate

balances the large-scale subsidence. The latter tends to
advect the boundary-layer height downwards, whereas
turbulent mixing of free atmosphere air into the boundary
layer acts to counteract this process. During the day,
absorption of solar radiation warms the cloud layer which
causes a weak stable stratification near the base of the
cloud. As a result, the turbulence intensity in the cloud
layer weakens and the entrainment rate decreases.

Because the cloud top is capped by a stable inversion
layer, the standard error of the cloud-top height is
quite small, indicating a rather homogeneous spatial
distribution of cloud-top heights. On the contrary, the
mean cloud-base height shows much larger fluctuations
with time. However, note that after about 10 hours
simulation time, thermals that are triggered from the
surface reach saturation at almost a constant height, as
can be seen from a nearly constant lowest cloud-base
height.

The mean cloud LWP is defined by

LWP = ρ0

∫ ztop

0
ql(z) dz, (1)

with ρ0 the mean air density (which is necessary if ql

has units kg kg−1 rather than kg m−3), and ztop the top
of the LES domain. The mean LWP has a maximum
during the night and a minimum during the day. Note
the relatively large maximum LWPs in the LES domain
during the simulation time, which can be explained from
cloud columns that have a relatively low cloud base and
a top close to the mean inversion layer height. Thumbnail
plots of the simulated LWP probability density functions
(PDFs) are displayed in Figure 3.

Figure 4 shows the temporal evolution of the skewness
for the LWP,

SLWP = LWP ′ 3

LWP ′ 2
3/2 , (2)

and likewise for the skewness of the total specific
humidity, Sqt , in the middle of the cloud layer at 450 m.
During the first night (00–08 local time) SLWP is negative,
but during the second night its near-zero values indicate
that the PDF of the LWP is more or less symmetric.
The positive values for SLWP during daytime are due
to thermals that become saturated well below the mean
cloud-base height. Positive values SLWP are accompanied
by positive values for Sqt in the middle of the cloud layer.
These results are similar to FIRE I observations analyzed
by Wood and Taylor (2001). They showed that for the
case where the mean LWP is small and the cloud-base
height distribution is fairly broad, the observations exhibit
a positively skewed distribution for the LWP.

2.3. Spectral properties

Figure 5 shows energy density spectra of the LWP
at four different times. These spectra were obtained
from a Fourier transformation, which provides a two-
dimensional matrix of the (co-)spectral energy, E(kx, ky).
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Figure 2. The simulated diurnal cycle of (a) the cloud-top and cloud-base heights and (b) the liquid water path. The results were obtained from
hourly instantaneous simulated stratocumulus cloud fields. The bold solid lines indicate the mean values, the dashed lines show one standard

deviation from the mean, and the dash-dot lines show the minimum and maximum values in the LES domain.

The spectral energy density (E/dk), with dk the wave-
number interval. The energy density spectra shown in
the figure are plotted as a function of the wavenum-
ber k = (k2

x + k2
y)

1/2
. The minimum wavenumber kmin =

1/25600 m−1 is determined by the horizontal domain size
of the LES model. From the start of the simulation, the
LWP variance at the largest length-scales gradually grows
with time. After 36 hours simulation time, the LWP spec-
tral energy is a maximum at the smallest wavenumber.
Wood and Hartmann (2006) found from MODIS data
of marine low cloud over the eastern subtropical oceans
that the LWP spatial variance is dominated by horizon-
tal scales of 10–50 km, where larger length-scales are
indicative for mesoscale cellular convection. Note that in
a LES the growth of fluctuations at the mesoscales is due
to turbulence convection only (Jonker et al., 1999; De
Roode et al., 2004).

Energy density spectra for T , qt and θv in the middle
of the subcloud layer and the middle of cloud layer at
t = 36 local time are shown in Figure 6. Figure 6(c)
shows that the temperature and total specific humidity
exhibit a strong positive correlation in the cloud layer.
Observations collected in the subcloud layer of various
stratocumulus cases analyzed by Wood and Taylor (2001)

show negative correlations at scales larger than the
boundary-layer depth. The LES fields in the subcloud
layer also indicate negative correlations between the
total specific humidity and temperature at all length-
scales (Figure 6(c)). This result can be qualitatively
understood from the vertical flux profiles (not shown
here). In the simulations, the buoyancy flux tends to
become negative above the middle of the subcloud layer
up to the cloud-base height, whereas the total specific
humidity flux is positive from the surface to the cloud top.
These flux profiles are quite common in stratocumulus
cloud layers (Nicholls, 1984). In clear unsaturated air,
fluctuations of the virtual potential temperature are, to a
good approximation, given by

θ ′
v = T ′ + 0.61θvq

′
vap. (3)

Therefore, for parcels with θ ′
v < 0 and q ′

vap > 0, this
means that T ′ < 0 in order to satisfy (3). Note that in
the subcloud layer the spectral variance of the temper-
ature is slightly larger than that of the virtual potential
temperature. From the expression above we can derive

θ ′2
v = T ′2 + (0.61θv)

2q ′2
vap + 2 · 0.61θvT

′q ′
vap, (4)
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Figure 3. Thumbnail time series of LWP probability density functions at 2-hour intervals. The solid lines indicate PDFs which were computed
directly from the 3D LES liquid water content fields, and the dashed lines represent reconstructed PDFs based on the total specific humidity

fields in the middle of the cloud layer at 450 m according to Equation (26). The vertical solid lines indicate the mean LWPs.

from which it directly follows that the temperature and
the specific humidity must be negatively correlated if the
sum of their respective (spectral) variances is larger than
the variance of θv.

3. Temperature and humidity correlations in the
stratocumulus cloud layer

3.1. LES results

Figure 7 shows that the LWP and qt in the middle of
the cloud layer (at 450 m) are well correlated. Relatively

large qt values correspond to larger LWPs, and vice
versa. During the day, the slightly curved shape in the
scatter plot of qt and LWP fluctuations is due to a more
inhomogeneous cloud structure with cumulus clouds
penetrating a relatively thin stratocumulus layer above.

Figure 8 shows scatter plots of T ′ and q ′
t in the middle

of the cloud layer. Relatively moist air parcels appear
to be relatively warm, and vice versa. In particular,
during night-time T ′ and q ′

t satisfy an approximate linear
relationship

T ′ = cqT q ′
t , (5)
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Figure 4. The skewness of the cloud liquid water path (solid line) and total specific humidity in the middle of the cloud layer (dashed line) as a
function of time.

Figure 5. Energy density spectra of the liquid water path. The results were obtained from the LES fields at t = 8, 12, 24 and 36 hours local time.

where the factor cqT represents the slope of the linear fit
shown in the figure.

To calculate q ′
l fluctuations from q ′

t fluctuations, one
needs to account for fluctuations of the saturation specific
humidity q ′

sat according to

q ′
l = q ′

t − q ′
vap = q ′

t − q ′
sat(T ). (6)

Fluctuations in the saturation specific humidity qsat can
be calculated from temperature fluctuations according to
the Clausius – Clapeyron relation (Nicholls, 1984).

q ′
sat =

(
dqsat

dT

)
T ′ = γT ′, (7)

with γ ≡ dqsat/dT . In the middle of the cloud layer,
the mean temperature is about 12 °C and γ ≈ 0.6 g kg−1

K−1. Using (7), and substitution of (5) in (6) yields an
expression for q ′

l which depends on q ′
t only:

q ′
l = q ′

t

(
1 − γ cqT

) ≡ βq ′
t , (8)

which defines the β factor. Figure 9 shows that the PDF
for qt is much broader than for ql, which indicates that
β < 1.

The fact that qt and T are well correlated can be
understood by considering the expression for the liquid
water potential temperature fluctuations,

θ ′
l = θ ′ − Lv

cp

q ′
l = T ′

(
1 + Lv

cp

γ

)
− Lv

cp

q ′
t , (9)

where we used (6), (7) and the approximation T ′ ≈ θ ′.
Temperature fluctuations can therefore be written as

T ′ = Awθ ′
l + Bwq ′

t , (10)

which explains why in the cloud layer T and qt cannot
vary independently. The factor

Aw =
(

1 + Lvap

cp

γ

)−1
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Figure 6. Energy density spectra of the temperature (T ), total water specific humidity (qt in g kg−1) and the virtual potential temperature (θv) in
(a) the middle of the subcloud layer at 210 m and (b) the middle of the cloud layer at 450 m. (c) shows the spectral correlation of the temperature
and total specific humidity in the middle of the cloud and subcloud layers. The results were obtained from the LES fields at t = 36 hours local

time.

depends weakly on the temperature and has a value of
about 0.4 in the middle of the cloud layer, and

Bw = Lvap

cp

(
1 + Lvap

cp

γ

)−1

≈ 1000 K.

Figure 10 shows that the variance A2
wθ ′2

l is much
smaller than T ′2. In that case, one may approximate

T ′ ≈ Bwq ′
t . (11)

The slope in the scatter plot of q ′
t and T ′ for the night-

time case displayed in Figure 8 is about equal to Bw.

In case θl fluctuations can be neglected, a comparison
of (5) and (11) shows that the β factor can be expressed
as

β|θ ′
l =0 = (1 − γBw). (12)

In the middle of the cloud layer, β|θ ′
l =0 ≈ 0.4. Thus,

according to (12) the magnitude of ql fluctuations is
more than halved if θl fluctations are ignored rather than
T fluctuations. We have used the LES cloud fields to
directly compute the β factor as defined by (8). The
factor cqT was obtained from a linear fit of the total
specific humidity and temperature in the middle of the
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Figure 7. Scatter plots of the total specific humidity, qt, in the middle
of the cloud layer and the liquid water path during (a) the night at
t = 24 hours local time and (b) the daytime at t = 36 hours local time.

cloud layer. Figure 11 shows a weak diurnal variation of
the β factor. Overall, the β factor has values rather close
to 0.4. This means that for the FIRE I case the effect
of temperature fluctuations on liquid water fluctuations
should not be neglected.

3.2. Analysis of flux profiles

Vertical turbulent fluxes of θl and qt at the stratocumulus
cloud top can be diagnosed straightforwardly from the
so-called flux-jump relation (Lilly, 1968),

w′ψ ′
T = −we × 
ψ, (13)

with 
ψ the mean jump of ψ ∈ {qt, θl} across the
inversion, and we the entrainment rate. The entrainment
rate (m s−1) is the rate with which turbulent eddies mix
air from just above the inversion air into the boundary
layer.

If the air above the stratocumulus layer is clear, then
the top of the stratocumulus cloud is cooled because
more long-wave radiation is emitted than is absorbed

Figure 8. Scatter plots of total specific humidity, q ′
t , and temperature,

T ′, fluctuations in the middle of the cloud layer during (a) the night
at t = 24 hours local time and (b) the daytime at t = 36 hours local

time. The straight lines indicate the linear regression fit.

from above. The vertical divergence of the net long-wave
radiative flux near the top of the cloud layer is typically
about 
FL ≈ 70 W m−2, and occurs in a layer of only
a few tenths of metres thick. Just below the layer which
is radiatively cooled (we will indicate fluxes at this level
by a primed subscript T ′) the vertical turbulent flux of θl

can then be expressed as (Nicholls, 1984; Stevens, 2002)

w′θ ′
l T ′ = −we
θ l + 
FL

ρ0cp

. (14)

This formula is valid for a boundary layer that is in a
quasi-steady state, meaning that the temporal change of
the mean of θl and qt is constant with height. Furthermore
we assume that the depth of the radiatively cooled layer
is sufficiently small in order to approximate the total
humidity flux w′q ′

t T ′ by the flux-jump formula (13).
Using (10), we can express the temperature flux in the

cloud layer as

w′T ′ = Aww′θ ′
l + Bww′q ′

t . (15)
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(a)

(b)

Figure 9. Probability density functions for the total water specific
humidity (q ′

t , black lines) and the liquid water content (q ′
l , grey lines) at

five different heights in the cloud layer. (a) shows the results during the
night at t = 24 hours local time and (b) during the day at t = 36 hours

local time. Line styles are shown in (a).

Figure 10. The liquid water potential temperature variance θ ′2
l multi-

plied by a factor A2
w, and the temperature variance T ′2 in the middle

of the cloud layer as a function of local time.

To explore which of the two fluxes on the right-hand
side of (15) dominates the temperature flux, we define
the ratio R as

R ≡ w′T ′

Bww′q ′
t

= Aww′θ ′
l

Bww′q ′
t

+ 1. (16)

The quantity R is unity if the contribution of the
liquid water potential temperature flux to the temperature
flux is zero. If we use an entrainment parametrization,
the value of R near the cloud top can be computed.

Moeng (2000) presents an entrainment parametrization
for stratocumulus clouds

we = 1


θl

[
0.2w′θ ′

0 + 
FL

ρ0cp

×
{

2.5 − 2 exp(−√
bmLWP)

}]
, (17)

with bm = 0.9 m2 kg−1. Note that Moeng’s parametriza-
tion depends only on 
θl, the potential temperature flux
at the surface w′θ ′

0, and 
FL, whereas other entrain-
ment parametrizations reviewed by Stevens (2002) do
also depend on 
qt and the humidity flux at the surface
w′q ′

t 0. Substitution of (17) in (14) yields

w′θ ′
l T ′ = −0.2w′θ ′

0 − 
FL

ρ0cp

×
{

1.5 − 2 exp(−√
bmLWP)

}
. (18)

Using the entrainment rate parametrization (17) and
the flux-jump relation (13), R can be computed as a
function of the inversion jumps 
θl and 
qt. We used
w′θ ′

0 = 0.01 K m s−1, 
FL = 70 W m−2, and LWP =
0.150 kg m−2 to calculate the results presented in
Figure 12. The inversion jumps of the FIRE I stratocu-
mulus case are also depicted in the figure. In particular
for humidity jumps 
qt < −2 g kg−1, R is positive and
is rather close to unity. This implies that, near the top of
the cloud layer, the temperature flux will be dominated
by the total humidity flux. In that case the correlation
between the temperature and the total specific humidity
will likely be positive.

4. A simple model to predict LWP fluctations from
the total specific humidity

On the basis of the LES results, we develop a sim-
ple model to predict the PDF of LWP that uses an
assumed distribution of total specific humidity fluctua-
tions. In a large-scale model, the latter may be computed
by parametrizing the prognostic equation for the total spe-
cific humidity variance (Tompkins, 2002).

First of all, we assume that the vertical profile of
the liquid water content in any cloudy subcolumn in
the LES domain is given by a ‘pseudo-adiabatic’ mean
liquid water vertical gradient α that is based on the actual
modelled LWP . With the aid of (1), the slope α can be
expressed as

α = 2LWP

ρ0H
2 ⇐��⇒ LWP = 1

2
ρ0αH

2
, (19)

with H = ztop − zbase the mean cloud-layer depth. For a
vertically well-mixed stratocumulus layer, α will be close
to the moist adiabat. For a constant slope α the pseudo-
adiabatic maximum mean liquid water is proportional to
the mean cloud-depth height,

qlmax = αH. (20)
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Figure 11. Time series of the β factor according to Equation (8) computed from the temperature and total specific humidity fields in the middle
of the cloud layer. The two lines indicated by T ′ = 0 and θ ′

l = 0 correspond to the theoretical solutions for β if either temperature or liquid
water potential temperature fluctuations are neglected, respectively.

Figure 12. Contour plot of the parameter R defined by Equation (16)
as a function of the inversion jumps 
θl and 
qt. The values for the

FIRE I stratocumulus case are also shown.

As a next step, we have to predict the vertical variation
of liquid water fluctuations in cloudy subcolumns. From
the LES results we have computed the subcolumn vertical
mean liquid water fluctuation according to

[q ′
l ](x, y) =

∫ ztop(x,y)

zbase(x,y)

{ql(x, y, z) − ql(z)} dz

ztop(x, y) − zbase(x, y)
. (21)

Figure 13 shows that [q ′
l ] correlates well with the

subcolumn liquid water content fluctuation q ′
l in the

middle of the mean cloud layer. We use this result to
assume that the liquid water content fluctuation in a
cloudy subcolumn can be approximated to be constant
with height, except near the cloud base where the
liquid water content increases linearly with height (see
Figure 14 for a schematic).

Figure 13. Scatter plots of liquid water content fluctuations q ′
l in the

middle of the cloud layer and the subcolumn vertical cloud mean value
[q ′

l ] during (a) the night at t = 24 hours local time and (b) the daytime
at t = 36 hours local time.

Third, like Considine et al. (1997), Los and Duynkerke
(2000) and Wood and Taylor (2001), we will assume
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Figure 14. Schematic illustration of an assumed mean state for which
the mean liquid water content ql follows a pseudo-adiabatic vertical
profile with slope α. Given height-independent fluctuations of the liquid
water content q ′

l = βq ′
t , subcolumn vertical liquid water profiles are

computed by assuming that they are dictated by the same mean slope α.
All cloudy subcolumns are assumed to have the same mean cloud-top
height. A vertical integration of the subcolumn liquid water vertical

profile yields the subcolumn liquid water path.

that the stratocumulus cloud-top height variability is
negligibly small. According to the LES results shown in
Figure 2, this is a justifiable assumption for the FIRE I
stratocumulus case. For an arbitrary cloudy subcolumn,
the maximum liquid water content ql,max can then be
written as

ql,max = qlmax + q ′
l . (22)

Let us write the local cloud depth as H = H + H ′.
Because the vertical gradient α applies to all cloudy
subcolumns, ql,max = αH , and from (20) it follows that

H ′ = q ′
l

α
. (23)

Similar to (19), the local LWP can be expressed as

LWP = 1

2
ρ0α(H + H ′)2 = ρ0

2α
(αH + q ′

l )
2. (24)

After subtracting the mean LWP we obtain

LWP ′ = ρ0Hq ′
l + ρ0q

′
l
2

2α
. (25)

With the aid of (8), we can substitute out q ′
l fluctuations:

LWP ′ = ρ0Hβq ′
t + ρ0β

2q ′
t
2

2α
. (26)

The first term on the right-hand side of (26) gives
LWP ′ = ρ0Hβq ′

t , which is proportional to the area of
the parallelogram with height H and width βq ′

t . Likewise,

with aid of (8) and (23), the second term can be rewritten
as LWP ′ = ρ0H

′βq ′
t/2, which is proportional to the area

of the triangle having a height H ′ and base length βq ′
t .

If β > 1, then cloudy subcolumns are relatively moist
and cold (or dry and warm), causing liquid water content
fluctuations to be enhanced by a local lower (higher)
temperature, and vice versa for β < 1.

Examples of actual and constructed PDFs for the LWP
fluctuations are shown in Figure 3. The total specific
humidity fluctations q ′

t are taken from the LES results at a
height of 450 m, which is at about the middle of the cloud
layer. The β factors were computed from linear fits of
the temperature and total specific humidity, according to
the results shown in Figure 11. The reconstructed PDFs
for the LWP agree satisfactorily with the actual LWP
distribution. If we neglect temperature fluctuations by
using β = 1, then the reconstructed PDFs for the LWP
become much too broad.

5. Albedo bias

The delta-Eddington radiative transfer equation (Joseph
et al., 1976) and the I3RC Monte Carlo model (Caha-
lan et al., 2005) were used to compute the albedos
from instantaneous, hourly simulated FIRE I stratocu-
mulus cloud fields. The delta-Eddington method is a
computationally cheap means to compute radiative trans-
fer through a horizontally homogeneous cloud, whereas
the Monte Carlo model utilizes the full three-dimensional
structure of the cloud field. The delta-Eddington model
was used to compute the plane-parallel cloud albedo APPH

from the horizontally slab-averaged value of the LWP.
The optical depth τ of the cloud was calculated according
to

τ = 3

2

LWP

ρl reff
, (27)

with ρl the density of liquid water and reff = 10 µm a
constant cloud droplet effective radius. To focus on the
effect of the cloud structure on the albedo, we used a fixed
solar zenith angle of 53°. More details on the boundary
conditions and the model parameters can be found in
Duynkerke et al. (2004).

The effect of the horizontal inhomogeneities in the
cloud LWP on the mean cloud albedo were assessed from
the delta-Eddington model by computing the albedo for
all 256 × 256 cloud columns in the LES domain. Accord-
ing to the ICA, the mean albedo of the horizontally inho-
mogeneous cloud (AICA) can then be obtained by horizon-
tally averaging the albedos of all cloud subcolumns. The
cloud inhomogeneity factor χ is determined by finding
the optical depth τeff for which its plane-parallel albedo
corresponds exactly to the mean albedo for a horizontally
inhomogeneous cloud according to the ICA approach,
A(τeff) = AICA such that

χ = τeff

τ
. (28)
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Figure 15. (a) The inhomogeneity factor, χ , computed from instanta-
neous LES cloud fields. The solid line indicates results obtained from
a delta-Eddington radiative transfer model, and the dotted line denotes
results computed from I3RC Monte Carlo calculations. A fixed solar
zenith angle, θ0 = 530, was used. (b) shows the standard deviation of

the optical depth, στ , normalized by its mean value, τ .

Note that Rossow et al. (2002) define the inhomogeneity
factor ε = 1 − χ . The mean cloud albedo (AMC) was
also computed using the full three-dimensional liquid
water content fields as input for a Monte Carlo radiative
transfer model. Note that this model uses the same model
parameters as used for the delta-Eddington calculations.

Figure 15 shows that the differences in the inhomo-
geneity factor χ computed from the delta-Eddington and
the Monte Carlo models are less than 0.02. This implies
that under the present conditions the detailed three-
dimensional spatial distribution of cloud liquid water
appears to be of relatively little importance. Because a
fixed solar zenith angle was used to compute the inho-
mogeneity factor, the temporal variations in χ can be
explained only by variations in the mean and the variance
of the optical depth. According to the Monte Carlo mod-
elling results, the factor χ has a minimum value of about
0.85 during daytime when the ratio στ /τ is maximum.

To explain these findings, Figure 16 displays contours
of the inhomogeneity factor χ as a function of the mean
optical depth τ and its standard deviation normalized
by the mean value, στ /τ . The inhomogeneity factor
was computed with the delta-Eddington model where we
systematically changed the width of an assumed Gaussian
optical depth distribution. Note that for too large values
of στ , negative values for the optical depth will arise,
which can be interpreted as clear-air patches in the cloud
layer. At this point the factor χ tends to decrease rapidly.

Figure 16. Contours of the inhomogeneity factor, χ , as a function of
the mean optical thickness, τ , and its normalized standard deviation,
στ /τ . To compute the inhomogeneity factor χ , a Gaussian distribution

for τ was assumed.

The figure shows results only for cloud fractions larger
than 0.99. For a given mean value of the optical depth,
the inhomogeneity effect becomes increasingly important
for larger optical depth variances. We conclude that
solid clouds with τ < 30 and a Gaussian optical depth
distribution will typically have an inhomogeneity factor
χ > 0.8.

According to Oreopoulos and Davies (1998), the
albedo bias is dependent on the domain size of the cloud
field. This is due to the fact that the variance of the
LWP increases with increasing domain size (De Roode
et al., 2004). To investigate this effect from the LES
cloud fields, we used the most inhomogeneous cloud
field at t = 36 local time, and divided the LES horizontal
domain into smaller subdomains, ranging from 22, 23, . . .,
to 27 grid points. For these subdomains we computed
the variance of the optical depth and the inhomogeneity
factor χ . To determine the latter, mean plane-parallel
albedos were computed for every subdomain cloud field.
Next, we averaged every set of equal subdomain size
results. It is clear from Figure 17 that the total horizontal
mean optical depth variance increases if the subdomain
size becomes larger. Also, for subdomain sizes < 10 km,
the albedo bias effect is insignificant as χ > 0.95.

The inhomogeneity factors computed from the LES
cloud fields are significantly larger than the value of about
0.7 found from microwave retrievals of LWP during
FIRE I by Cahalan et al. (1994). This does not appear
to be caused by an unrealistic simulated cloud structure,
as the simulated LWP PDFs compare qualitively well to
the FIRE I LWP analyses reported by Wood and Taylor
(2001). In addition, the inhomogeneity values computed
from the LES FIRE I cloud fields are in agreement with
LES results of other stratocumulus cloud cases discussed
by Bäuml et al. (2004). Oreopoulos and Cahalan (2005)
studied satellite images of marine stratocumulus regimes,
and observed values of χ greater than about 0.85 in July,
consistent with the satellite values of Pincus et al. (1999)
and Rossow et al (2002). As illustrated in Figure 16, χ

values that do not deviate much from unity are typically
associated with overcast grid points. This stresses the
significant effect of the cloud fraction on the albedo bias
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Figure 17. (a) The horizontal slab-mean variance of the optical depth
and (b) the horizontal slab-mean inhomogeneity factor χ , as a function
of the subdomain size of the LES model. The mean values were
computed by averaging over all subdomain results of the instantaneous

cloud field at t = 36 hours local time.

(Barker et al., 1996; Pincus et al., 1999; Rossow et al.,
2002; Oreopoulos and Cahalan, 2005).

6. Conclusions

Cloud fields obtained from a large-eddy simulation of the
diurnal cycle of FIRE I stratocumulus are studied. It is
found that the temperature and the total specific humidity
fields in the cloud layer exhibit similar spatial struc-
tures to the liquid water path. The positive correlation
between the total specific humidity and the temperature
in the cloud layer indicates that relatively moist air is
typically warmer and vice versa. Liquid water content
fluctuations are found to be much smaller than the total
specific humidity fluctuations, which is attributed to the
temperature effect on the saturation specific humidity.

We present a model that takes into account the tem-
perature effect on the saturation specific humidity. In this
model we calculate liquid water fluctuations from the
total specific humidity and a scale factor β. The β factor
gives a measure of the temperature effect on liquid water
fluctuations. In the limit of vanishing temperature fluctu-
ations, β = 1. However, if liquid water potential temper-
ature fluctuations are negligibly small, it can be shown
that β should be much smaller. In particular, β ≈ 0.4
for the FIRE I stratocumulus case. The reduced β fac-
tor value may perhaps also be a better assumption for
other stratocumulus cases. In particular, this will be the

case if positive liquid water potential temperature fluctu-
ations caused by entrainment mixing of higher θl values
from just above the inversion are strongly diminished by
long-wave radiative cooling near the cloud top.

The LES results are used to develop a parametriza-
tion for LWP subcolumn fluctuations from total specific
humidity fluctuations only. In a large-scale model, the lat-
ter can be computed from solving the prognostic equation
for the total specific humidity variance (Tompkins, 2002).
The presented model uses the β factor and is capable of
reproducing the actual LWP PDFs rather satisfactorily.
Neglecting the effect of temperature fluctuations leads to
LWP PDFs that are too broad.

The LES fields are also used to compute the dif-
ference between the albedo computed from the hori-
zontal mean cloud LWP, and the albedo based on the
actual horizontally inhomogeneous cloud field accord-
ing to the Independent Column Approximation. This so-
called albedo bias effect appears to be insignificant if the
simulated clouds are optically thick, but becomes increas-
ingly important for clouds that have a large ratio of the
optical depth standard deviation to its mean value, στ /τ .
This is typically the case for stratocumulus during day-
time. The minimum value for the inhomogeneity factor
χ as computed from the LES stratocumulus cloud fields
is about 0.85.

With a delta-Eddington model, we calculated the
inhomogeneity factor χ for a solid (unbroken) cloud layer
with an assumed Gaussian optical depth distribution. We
found a minimum value for χ of about 0.8. If the ratio
of the optical depth standard deviation to its mean value
decreases, the inhomogeneity factor becomes close to
unity. Because the LWP variance tends to increase with
increasing horizontal grid size, the inhomogeneity factor
will therefore generally depend on the horizontal domain
size of the large-scale model (Oreopoulos and Davies,
1998). Because of this strong dependence of the albedo
bias on the optical depth variance, the application of a
constant cloud inhomogeneity correction factor in a solar
radiative transfer scheme seems rather crude. It calls for
a more distinct approach like McICA that directly takes
into account the subgrid variability of the LWP. From the
delta-Eddington calculation for clouds with an assumed
Gaussian optical depth distribution, we also noticed a
sharp decrease in the inhomogeneity factor χ if clear-air
columns are allowed in the cloud layer. This demonstrates
that besides the detailed spatial liquid water distribution
of the cloud, the cloud fraction is as important for an
accurate computation of the solar radiative transfer.

The cloud albedo bias is principally due to fluctuations

in the cloud optical depth. If in a GCM the variance q ′
t
2

is computed, it can be straightforwardly converted to the
variance of the LWP. If we neglect the second term on

the right-hand side of (26), LWP ′2 may be approximated
by

LWP ′2 = (ρ0Hβ)2 q ′
t
2
. (29)
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For a constant cloud droplet effective radius, using (27)
the variance of the optical depth becomes

τ ′2 =
(

3ρ0Hβ

2ρlreff

)2

q ′
t
2
. (30)

A more accurate estimation of τ ′2 can be made if
one takes into account the variation of microphysical
properties with height (Los and Duynkerke, 2000; Jeffery
and Austin, 2003).
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