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Abstract. The Institute for Marine and Atmospheric Research Utrecht (IMAU)
participated in the First International Satellite Cloud Climatology Project (ISCCP)
Regional Experiment (FIRE III) in May 1998. In this paper we describe surface layer
measurements performed on the sea ice at the Surface Heat and Energy Balance of the
Arctic Ocean (SHEBA) camp and compare these with measurements collected above a
grass-covered surface in Cabauw, the Netherlands. The observations consist of both high-
frequency turbulence measurements and mean-profile measurements of wind,
temperature, and humidity. In addition, we measured the upward and downward
components of both the longwave and the shortwave radiation, and the snow and ice
temperatures in the upper 40 cm. The observations give a detailed picture of all
components of the energy balance of the Arctic sea-ice surface. The turbulence
measurements are used to study the surface layer scaling of the turbulence variables in the
stable boundary layer. More specifically, we showed that the integral length scale of the
vertical velocity fluctuations serves as the relevant turbulence length scale. The monthly
averaged energy balance of the Arctic sea-ice was dominated by radiative fluxes, whereas
the sensible and latent heat flux and the energy flux into the surface were rather small. A
detailed inspection of the diurnal variations in the turbulent fluxes, however, indicates that
although the monthly averaged values are small, the hourly averaged values for these
fluxes are significant in the surface energy balance.

1. Introduction

Continuous atmospheric surface-layer measurements made
in the Arctic region are rather scarce. The harsh climatological
circumstances, together with a floating ice surface that can
suddenly crack or gradually melt, hinder the maintenance of
permanent weather stations. Untersteiner [1961] presented ob-
servations of the heat budget of Arctic sea ice during a sea-
sonal cycle from a drifting station. The Arctic region is of
primary climatological importance. For example, many general
circulation models (GCMs) predict global warming, which is
most significant near the North and South Poles. Usually, the
accuracy of these models is assessed by performing a GCM
simulation and comparing the results with routine observa-
tional data and climatology. If the GCM is found to simulate
the past climate accurately, then this adds some weight to
predictions of the future climate. Verifying the model’s per-
formance in the Arctic region, however, is rendered difficult by
the lack of a long-term sequence of field observations.

To gain a better understanding about the Arctic climate, a
team of scientists collected a comprehensive set of atmospheric
measurements in the Arctic region during 1997 and 1998 as
part of the Surface Heat and Energy Balance of the Arctic
Ocean (SHEBA) and the First International Satellite Cloud
Climatology Project (ISCCP) Regional Experiment (FIRE

III). In the SHEBA experiment the emphasis was on surface
processes. FIRE III was concerned primarily with Arctic
clouds. The SHEBA observations were made on the sea ice,
whereas the FIRE III program included aircraft and satellite
observations. Usually, the aircraft flew in the vicinity of the
SHEBA ice camp. The measurements can be used to compare
in situ data with modeling results and to obtain more detailed
knowledge about the physical processes in the atmosphere
such as cloud microphysics, radiation, and boundary layer tur-
bulence.

The research foci of FIRE III and SHEBA clearly reflect the
most important and, possibly, the most uncertain factors that
play a key role in the Arctic climate: clouds and surface fluxes.
Clouds significantly modify the incoming solar radiation by
reflection and absorption, and at the same time, they increase
the downward component of the longwave radiation. The
cloud optical-properties are determined mainly by the cloud-
droplet distribution and the vertically integrated cloud-water
content. Errors in these quantities and uncertainties in the
surface fluxes give rise to an incorrect surface energy balance
and can seriously degrade the performance of other aspects of
the GCM simulation. A comparison between the European
Centre for Medium-Range Weather Forecasts (ECMWF)
model and the SHEBA observations is reported by Beesley et
al. [2000] and C. S. Bretherton et al. (unpublished data, 2001
(hereinafter referred to as B2001)). The cloud fields generated
by the ECMWF model were in fairly good agreement with the
observations. However, modeled surface fluxes and tempera-
tures could differ significantly from the results of observations;
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this could have been due to the use of a single-slab ice-layer
model.

Utrecht University participated in the FIRE III experiment
during May 1998. The SHEBA ice camp (768N, 1668W) was
used as a base for operating a tethered balloon. The balloon
was equipped with a radiometer to measure actinic flux (the
radiance integrated over 4p steradian) of the visible light in
Arctic clouds (S. R. de Roode et al., unpublished manuscript,
2001) (hereinafter referred to as R2001). Another part of the
Utrecht University measurement program involved surface-
layer measurements. High-frequency measurements of the
three components of the wind velocity and of thermodynamic
variables in the surface layer were collected. In addition, long-
wave and shortwave radiation measurements and observations
of wind velocity and direction, temperature, and humidity were
made from a 10 m mast. Since the temperatures in the upper
layer of the ice sheet were measured too, we could obtain a
detailed picture of the surface energy balance of the Arctic sea
ice. In addition, an instrument (PVM-100A) was installed on
the sea ice to measure the liquid water content and cloud
droplet effective radius in fog when the cloud base was near
the ground surface.

In the Arctic the boundary layer is often stably stratified.
The turbulence structure of the stable boundary layer (SBL) is
rather complicated. In a stable vertical temperature stratifica-
tion, vertical disturbances are damped such that the turbulence
intensity in an SBL is rather weak and may be intermittent
[Derbyshire, 1990; Mahrt, 1998; Andreas, 1987]. Because of the
lack of a definite theory, the general method used to describe
a turbulent flow involves the use of similarity relationships. In
general, similarity theory involves selecting variables that are
relevant to the problem and organizing these into nondimen-
sional groups [Garratt, 1992; Högström, 1988, 1996; Stull, 1988].
For example, Caughey et al. [1979], Mahrt et al. [1979], and
Yamada [1979] presented turbulence variables in an SBL in
terms of the surface-layer momentum (u*

2) and potential tem-
perature (w9u9) flux, as a function of z/H , where H is the
boundary layer height. Nieuwstadt [1984] argued that the
boundary layer height H cannot be taken as a representative
length scale because in a stable temperature stratification tur-
bulent eddies do not extend across the whole boundary layer.
On the basis of theoretical considerations [Wyngaard, 1975;
Brost and Wyngaard, 1978], and supported by observations,
Nieuwstadt advocated the so-called z-less scaling hypothesis.
According to the hypothesis the dimensionless variables, which
are measured at the same height, can be expressed uniquely as
a function of the stability parameter z/L , where L is the local
Monin-Obukhov length. In section 3.1 it is argued that instead
of z/L , one can also use the gradient Richardson number as a
stability parameter. In many general circulation models and
weather models the gradient Richardson number is typically
used to parameterize the effect of the stable stratification on
the fluxes. In section 3.3 the parameterizations used in the
ECMWF model will be compared with the observations dis-
cussed in this paper.

In this paper we investigate whether the integral length scale
can serve as the relevant turbulence length scale in the surface
layer of the SBL. One can argue that the integral length scale
is a natural candidate to serve as a relevant length scale since
it represents the size of the energetically most dominant ed-
dies. Furthermore, we will assess the effect of the filter length
scale on the magnitude of several turbulence variables. This is
explored by computing the ogive, which is the integral of co-

spectra between a frequency f and the Nyquist frequency
[Davis et al., 1996]. After this analysis the monthly averaged
energy balance of the Arctic sea ice during May 1998 will be
presented. In addition, we will give some examples of diurnal
variations in the radiative and turbulent fluxes and variations in
temperatures in the upper layer of the ice sheet. These mea-
surements will illustrate that the ice sheet responds on a short
timescale to processes such as turbulent and radiative fluxes at
the surface.

2. Instrument and Site Description
2.1. Instrumentation

High-frequency temperature and wind velocity measure-
ments were performed by a CSAT-3 sonic anemometer from
Campbell Scientific [Campbell Scientific, 1996]. High-
frequency humidity fluctuations were measured with a Lyman-
alpha hygrometer made by Mierij Meteo [Mierij Meteo, 1997].
The sonic anemometer and Lyman-alpha hygrometer both
sampled at a frequency of 20 Hz. The measurement path
length of the sonic is 10.0 cm in the vertical and 5.8 cm in the
horizontal. From the data we were able to calculate the tur-
bulent fluxes of heat, moisture, and momentum.

The lowest part of the atmospheric boundary layer (ABL)
was observed by instruments fixed to a 10 m high profile mast.
Wind speed, temperature, and humidity were measured at
heights of about 1, 2, 3, 6, and 9 m above the surface. Radiation
(Eppley precision pyrgeometers and CM14 Kipp pyranom-
eters) at 2 m and wind direction at 3 and 9 m were observed
every 12 s. Two-minute averages of these quantities were
stored in a data logger. Humidity and temperature were sam-
pled once every 2 min. Temperature and relative humidity
were measured by ventilated Vaisala temperature and humid-
ity probes, with an estimated absolute accuracy of 0.38C and
3%, respectively. By an intercalibration at one height the rel-
ative error between five temperature sensors was found to be
less than 0.18C. The wind speed at the five levels was measured
using cup anemometers from the Campbell vector. When these
instruments were calibrated in the Royal Netherlands Meteo-
rological Institute (KNMI) wind tunnel in De Bilt, they were
found to be accurate within 0.2 m s21. The two wind vanes that
were used to measure wind direction were also manufactured
by Campbell. The output of these instruments was only used in
qualitative analysis to check the wind turning with height.

The turbulence measurements together with measurements
made with instruments fixed to the profile mast are used to
analyze the turbulence characteristics in the surface layer. In
this paper we concentrate on observations obtained at the
SHEBA ice camp during FIRE III (section 2.2), but we also
use observations made with the same instrumentation at
Cabauw, the Netherlands (section 2.3).

2.2. SHEBA

The Institute for Marine and Atmospheric Research
Utrecht (IMAU) participated in the FIRE III experiment in
May 1998. On the sea ice at the SHEBA camp (about 768N,
1668W) we performed surface-based measurements of long-
wave, shortwave, and UV-B components (incoming and out-
going) of the radiative flux. The liquid water content and ef-
fective radius of the droplets were measured with a Gerber
PVM-100A at about 2.2 m above the surface. The sonic ane-
mometer and Lyman-Alpha hygrometer were placed at a
height of 2.7 m above the snow surface. The arms were pointed
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in a direction about 3408 from true North. Wind speed, tem-
perature, and humidity were measured at heights of about 1.1,
2.2, 3.2, 5.2 and 8.9 m above the surface. In addition, snow and
ice temperatures were measured at five depths: 5, 10, 20, 30,
and 40 cm. The total thickness of the sea ice in May 1998 was
about 2 m. At the SHEBA site the upper 15 cm of the surface
consists of compact snow. Below 15 cm depth the surface is
entirely made up of ice. Because of the snow layer on top, the
albedo of the surface is high: 0.82. The surface roughness
length for momentum is about 0.5 mm.

A vertical profile of the atmosphere was obtained by instru-
ments attached to a helium-filled balloon; these provided tem-
perature, wind velocity and direction, relative humidity, and
(visible light) actinic flux. The results of the actinic flux mea-
surements are described in the paper by R2001.

2.3. Cabauw

After the SHEBA/FIRE III experiment the same equipment
was installed for 2 months near the Cabauw tower in the
Netherlands. High-frequency temperature and wind measure-
ments were performed with the sonic anemometer from Oc-
tober to November 1998: Julian days 293–317. The height of
the sonic was 3.45 m. Wind speed, temperature, and humidity
were measured at heights of about 1.2, 2.2, 3.2, 5.6, and 9.2 m
above the surface. The instruments were located about 200 m
north of the Cabauw tower on the so-called “micrometeoro-
logical experimental site” [Van Ulden and Wieringa, 1996;
Monna and van der Vliet, 1987]. The grass is kept at a height of
several centimeters, and the local roughness length for mo-
mentum is about 8 mm. We used only data for hours during
which the wind blew from the sector 1608 to 3008 because in
that direction there is a reasonably homogeneous fetch.

3. Turbulence Characteristics
3.1. Theory of Local Scaling and Parameterization of
Fluxes

The turbulent structure of the atmospheric boundary layer
can be studied in more detail by inspection of the turbulent
kinetic energy budget. In horizontally homogeneous conditions
the turbulent kinetic energy (E) equation [Garratt, 1992] reads

­E
­t 5 2u9w9

­u#
­ z 2 v9w9

­v#
­ z

S

1 g
w9u9v

u0
2 w#

­E
­ z 2

­

­ z Sw9E9 1
w9p9

r0
D 2 « , (1)

B T D
in which (u , v , and w) are the winds in the ( x , y , z) direction,
g is the acceleration due to gravity, uv is the virtual potential
temperature, p is pressure, and « is the viscous dissipation of
turbulent kinetic energy. Values u0 and r0 are constants and
are prescribed as 288 K and 1.2 kg m23, respectively. The
Reynolds average is denoted by an overbar and the turbulent
fluctuations by a prime. In (1) the terms on the right-hand side
are the shear production (S), buoyancy production (B), mean
vertical advection (subsidence), turbulent transport (T), and
viscous dissipation (D). Note that in the buoyancy production
term the density fluctuations have been replaced by virtual
potential temperature fluctuations.

For steady state conditions and when we can neglect the
turbulent transport and subsidence terms, the turbulent kinetic
energy equation (1) reduces to

0 5 2u9w9
­u#
­ z 2 v9w9

­v#
­ z 1

g
u0

w9u9v 2 « . (2)

Equation (2) indicates that the kinetic energy budget is com-
pletely determined by local parameters. In this case we can
express the fluxes in terms of their local gradients using the
turbulent exchange coefficient Km:

~u9w9 , v9w9! 5 2Km~­u# /­ z , ­v# /­ z! . (3)

With (3) and the definition

u*
2 ; ~u9w92 1 v9w92!1/ 2,

the shear production (S) in (2) can be written as

S 5 u*
2~~­u# /­ z!2 1 ~­v# /­ z!2!1/ 2.

Using this relation and multiplying (2) by kz/u*
3, we obtain

0 5 fm 1 z/L 2 f«, (4)

with

fm 5
kz
u*

~~­u# /­ z!2 1 ~­v# /­ z!2!1/ 2,

L 5
2up

23

kg/u0w9u9v
, f« 5

kz
u*

3 « .

The Von Kármán constant is taken as k 5 0.4. According to (4)
the local dimensionless wind shear and dissipation depend only
upon the stability parameter z/L . This is the most general form
of local scaling and is used in the stable boundary layer and the
surface layer. Note that for all fluxes the local values should be
used and not the surface values.

Usually, the fm and fh 5 2kzu*(­uv/­ z)/w9u9v are ex-
pressed as a function of z/L . From the equations above, it is
possible to write the gradient (Rig) and flux (Rif) Richardson
numbers in terms of z/L:

Rig ;

g
u0

­uv

­ z

S ­u#
­ zD

2

1 S ­v#
­ zD

2 5 z/L
fh

fm
2

(5)

Rif ;

g
u0

w9u9v

u9w9
­u#
­ z 1 v9w9

­v#
­ z

5 z/L
1

fm
.

Given fm and fh as a function of z/L makes that from ex-
pression (5) the gradient Richardson number (Rig) can be
calculated as a function of z/L; as a result, one can also
calculate fm and fh as a function of Rig: fm (Rig) and fh

(Rig). In addition, one can obtain an expression for the ex-
change coefficients for momentum (m) and heat (h):

Km 5 fm~kz!2U ­v
­ zU Kh 5 fh~kz!2U ­v

­ zU , (6)
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in which fm and fh are defined as fm 5 fm
22 and fh 5

fm
21fh

21. The expressions for fm and fh are thus a function of
the stability parameter z/L , or by (5) a function of the gradient
Richardson number Rig. In large-scale models the expressions
for fm and fh are generally empirically chosen. For instance, in
the ECMWF forecast model the fm and fh functions are spec-
ified differently for the surface layer (between surface and first
model level above the surface) and for the remaining part of
the stable boundary layer [Beljaars and Viterbo, 1998]. In sec-
tion 3.3 we will discuss the impact of these empirical expres-
sions.

3.2. Data Treatment

The measurement frequency was 20 Hz, and the raw data
were stored in 1 hour files. The observed wind is rotated such
that the new wind components (u , v , w) are defined in the ( x ,
y , z) direction for which we have v# 5 w# 5 0. Notice that
according to the surface layer theory this implies that v9w9 5
0. However, in practice, this equality never holds, and there-
fore we only accept data for which we have uv9w9/u9w9 u , 0.4.

A fast Fourier transform (FFT) was performed on these
data, and from these the cospectra (Coab( f )) were calculated
as a function of frequency [Garratt, 1992]. The cospectrum
gives the contribution to the covariance (a9b9) in the frequency
range f to f 1 df . The influence of a cutoff filter length scale
on the magnitude of various covariances was determined by
computing ogives. The ogive, Ogab( f ), is the integral of co-
spectra between the frequency f and the Nyquist frequency.
From the cospectrum we calculate the ogives (Ogab( f )) de-
fined as [Oncley et al., 1996]:

Ogab~ f ! 5 E
f

`

Coab~ f ! df . (7)

The ogive thus equals the contribution to the covariance (vari-
ance for energy spectrum) made by all frequency components
above frequency f . To obtain a properly defined Reynolds-
average covariance, the ogive should converge [Davis et al.,
1996]. Ogives are very suitable tools for this kind of analysis,
since the graphical representation of the ogive clearly shows to
what extent the large (mesoscale)scales contribute to the co-
variance. In an ideal situation, one would expect to find the
minimum in the spectral energy within a frequency range near
the spectral gap that is supposed to separate the small-scale
turbulent fluctuations from the larger-mesoscale motions. If
the frequency f is in the spectral gap range, the ogive of the
cospectrum would produce a constant value. As an example,
the ogives for u9u9 v9v9, w9w9, u9w9, and v9w9 are shown in
Figure 1 for 1100 to 1200 UTC, May 1, 1998. All ogives except
those for u9v9 and v9v9 clearly converge at low frequencies.
Clearly, a statistically significant value for the momentum
fluxes and w9w9 can be calculated, but the value found for the
horizontal velocity variances has no statistical significance. Fig-
ure 2 shows the corresponding ogives for the temperature and
humidity variances and fluxes. Here too the fluxes converge
nicely, whereas the variances do not give a unique Reynolds-
averaged value.

3.3. Local Scaling

Since the spectra of the horizontal velocity, temperature,
and humidity do not exhibit a spectral peak, the variances (sc

2

[ c9c9) of these variables do not converge to a unique Rey-

nolds-averaged value. Therefore to obtain a proper surface
layer scaling, we use only the filtered variances up to f 5 0.01
Hz: Og(0.01). The standard deviations of the vertical velocity
fluctuations normalized with the friction velocity are shown in
Figure 3. The average values of the normalized standard de-
viations of the u , v , and w fluctuations are given in Table 1 for
both the filtered and the unfiltered data. As a result of filtering,
the values of sw and u* are reduced by about 2 and 8%,
respectively. Table 1 shows that sw/u* is hardly influenced by
the filtering and that su/u* and sv/u* are significantly re-
duced by the filtering. This can also be seen in the ogives
(Figure 1) because the ogives for u and v do not converge as
clearly as the ogives for the vertical wind components and
momentum fluxes. Moreover, the scatter in the normalized
standard deviations of the horizontal velocity components (not
shown) is very much reduced by the filtering. King [1990] drew
attention to the fact that su/u* and sv/u* have clearly defined
lower bounds, with values of 2.2 and 1.5, respectively. His data
do not show any dependence on z/L . King [1990] found that
sw/u* was also independent of z/L and that the values were
scattered around a mean value of 1.42. Nieuwstadt also exam-
ined sw/u* as a function of z/L and came to the conclusion
that it was independent of stability with a mean value of 1.4. As
shown in Table 1, we obtain the values of 2.31, 1.92, and 1.35
for the mean values of su/u*, sv/u* and sw/u*, respectively.

Figure 1. Ogives of (a) velocity variances (for u9u9, v9v9,
and w9w9) and (b) vertical momentum fluxes (u9w9 and v9w9
) as a function of frequency for 1100 to 1200 UTC, May 1,
1998. For the hour considered u# 5 6.8 m/s and z/L 5 0.001.
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These values agree reasonably well with the results obtained by
King [1990] and Nieuwstadt [1984].

Furthermore, we calculated the nondimensional gradient of
wind fm 5 kz(­u# /­ z)/u* from the vertical gradient of the
wind profile and the friction velocity. These results are plotted

in Figure 4a as a function of z/L , where L is the local Monin-
Obukhov length. The boundary layers observed during
SHEBA were not very stable, therefore we have only 11 points
with z/L . 0.2. For stable conditions the results can be
approximated with about fm 5 1 1 4z/L as was found in
Cabauw by Duynkerke [1999] and Larsson [1997]. The observed
stability functions fm and fh in the turbulence exchange coef-
ficient for momentum and heat (3.6) are given in Figures 4b
and 4c as a function of the gradient Richardson number. The
corresponding curve for the function in Figure 4a (fm ,h 5
1 1 4z/L) is shown as a solid line: fm ,h 5 (1 2 4Rig)2.
Moreover, the stability functions used in the ECMWF model
[Beljaars and Viterbo, 1998] in the surface layer and in the
remaining part of the stable boundary layer are given as long-
and short-dashed lines, respectively. It is clear that in the
ECMWF formulation for the stable boundary layer the values
for fm and fh are too large compared with the observations.
Given the wind and potential temperature gradients, this will
lead to momentum and heat fluxes that are too large compared
with observed values (see also B2001 and Pinto et al. [1999]).

3.4. Integral Length Scale

To date, experiments have focused mainly on determining
characteristic velocity scales in the stable boundary layer (SBL)
and surface layer. A clear example is the local scaling intro-
duced by Nieuwstadt [1984] for the stable boundary layer. He
showed that the surface layer scaling can be extended through-
out the SBL if the local friction velocity and local Monin-
Obukhov length are used. The flux-profile functions fm and
fh constitute the only exception: they are always defined as
having the height z above the surface in their definition. Here
we will investigate whether we can replace z by a more relevant
length scale: the integral length scale. Future studies will have
to discover whether this can be extended to more complex
SBLs: katabatic flows [Van der Avoird and Duynkerke, 1999], an
SBL with low-level wind maximum [Smedman et al., 1995], etc.

One way to estimate the characteristic length scales of the
energy-containing eddies is to use the integral length scale Lc

for variable c. The inverse integral length scale, Lc
21, corre-

sponds roughly to the maximum of the energy spectra, which
makes it a good indicator of the size of the eddies that domi-
nate the turbulence spectrum. The integral length scale of a
variable c is defined as [Kaimal and Finnigan, 1994]

Lc 5 E
0

`

rc~j! dj 5 E
0

` c~ x!c~ x 1 j!

sc
2 dj

5 u# E
0

` c~t!c~t 1 t!

sc
2 dt 5 u# tc, (8)

Figure 2. Ogives of (a) temperature and humidity variances
(T9T9 and q9q9) and (b) vertical heat and moisture fluxes
(w9T9 and w9q9) as a function of frequency for 1100 to 1200
UTC, May 1, 1998.

Figure 3. Normalized standard deviation of the vertical ve-
locity fluctuations as a function of stability z/L: FIRE III, solid
circles; Cabauw, open circles.

Table 1. Standard Deviation of Velocity Fluctuations
Normalized With the Friction Velocity u* for May 1998 at
the SHEBA Site, Both for the Filtered and the Unfiltered
Data

su/u* sv/u* sw/u*

Filtered 2.31 6 0.15 1.92 6 0.15 1.35 6 0.11
Unfiltered 2.96 6 0.52 2.63 6 0.62 1.26 6 0.13
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where rc(j) is the autocorrelation function as defined above,
and j is the space lag with respect to the x direction. With
Taylor’s hypothesis, Lc is derived from a time series as Lc 5
tcu# . The integral timescale (tc) is a rough measure of the time
interval over which c(t) is correlated with itself. Figure 5
shows an example (for 1000–1100 UTC, May 1, 1998) of the
autocorrelation function rw(j) and its integral as a function of
the space lag j. It is shown that the integral of the autocorre-
lation converges nicely to the value of the integral length scale
Lw.

We anticipate that the integral length scale will be a more
relevant scaling parameter than z because it is related to the
turbulent motions; z is simply the height above the ground, and
the integral length scale describes scales of the most energetic
eddies. This seems to be in agreement with the idea of local
scaling in the sense that we may now be able to find a universal
function for the nondimensional gradients at different measur-
ing sites and for more complex boundary layers. Since it is hard
to prove the existence of unique functions for fm and fh, we
would like to suggest changing the length scale z in fm ,h from
z to Lw:

f9m 5
kLw

u*

­u#
­ z , (9)

Figure 5. For the vertical velocity the autocorrelation func-
tion rw(j) (solid line) and its integral (dashed line) as a func-
tion of the space lag j for 1000–1100 UTC, May 1, 1998: (a)
linear horizontal axis and (b) logarithmic horizontal axis.

Figure 4. (a) Nondimensional wind gradient fm as a func-
tion of stability z/L: FIRE III, solid circles; Cabauw, open
circles; and fm 5 1 1 4 z/L , solid line. The stability correc-
tion for (b) momentum fm and (c) heat fh in the turbulent
exchange coefficient (equation (6)) as a function of the gradi-
ent Richardson number Rig: Cabauw, open circles; fm 5
fh 5 1 1 4z/L (solid line) and ECMWF surface layer
(long-dashed), and stable boundary layer (short-dashed) for-
mulation.

DUYNKERKE AND DE ROODE: SURFACE ENERGY BALANCE AND TURBULENCE15,318



where Lw is the integral length scale of the vertical velocity. In
Figure 6 we have plotted Lw/z as a function of the stability
parameter z/L . It turns out that on the stable side it can be
reasonably approximated by

Lw

z 5
1

1 1 4z/L , (10)

which implies that f9m in (3) is almost independent of stability
z/L (Figure 7) and thus that scaling of the wind gradient with
the integral length scale Lw works reasonably well. Kaimal
[1973] also investigated the behavior of the integral length
scale as a function of stability, but he used the gradient Rich-
ardson number instead of z/L . He found that under near-
neutral conditions the integral length scale of the vertical ve-
locity divided by the measuring height yielded a value of about
1.6, 0.55, and 0.3 for Lu, Lv, and Lw, respectively. For neutral
stratifications we find Lw/z to have a value of about 1. Kaimal
[1973] calculated the integral length scale differently, but the
results should be comparable. More measurements under dif-
ferent meteorological conditions (katabatic flows, SBL with
low-level wind maximum, etc.) are needed to resolve this issue
in more detail. For instance, Van der Avoird and Duynkerke
[1999] and Smedman et al. [1995] show that in more compli-
cated stable boundary layers the fm and fh functions are no
longer a linear function of z/L but that they tend to flatten off
beyond a certain z/L value. This issue might be further re-
solved by considering the integral length scale as the relevant
intrinsic length scale for the parameterization of the turbu-
lence in these type of stable boundary layers.

4. Energy Balance
The incoming and outgoing shortwave and longwave radia-

tion were measured continuously during May 1998. From the
shortwave radiation components the albedo was estimated to
be about 0.82. As a result of the high albedo, the net incoming
shortwave radiation (FS) over the whole month is only about
50 W m22 (see Table 2). The average net-incoming longwave
radiation (FL) is about 237 W m22. Neither the upward

sensible heat flux (H) nor the latent heat flux (LE) is contin-
uously available. However, if we calculate the average of all
available hours, we obtain 1.8 and 2.4 W m22 for H and LE ,
respectively. The surface energy balance [Untersteiner, 1961;
Herman, 1986] can be summarized as

FS 1 FL 5 H 1 LE 1 I , (11)

where I is the energy flux into the snow and ice surface. The
energy flux into the surface can be due to (shortwave) radiation
and/or thermal conduction. The upper 15 cm consisted of
compact snow for which we use a density rs 5 450 kg m23 and
a specific heat capacity cps 5 2090 J kg21 K21. Below 15 cm
depth the surface consisted of ice for which we used a density
r i 5 910 kg m23, a thermal conductivity l i 5 2.5 W m21

K21, and a specific heat capacity cpi 5 2100 J kg21 K21. The
energy flux I was estimated from temperatures measured at a
depth of 5, 10, 20, 30, and 40 cm in the snow and ice. We can
integrate the heat storage with time and if we estimate the
energy flux through the bottom of the layer ( z 5 20.35 m)
from thermal conduction (l i ­T/­ z), I can be calculated from

I 5 l iS ­T
­ zD

z520.35

1
­

­t E
20.35

0

r lcplT dz , (12)

where r l and cpl stand for the density of snow (s) or ice (i) as
a function of depth. The energy flux through the bottom of the
layer ( z 5 20.35 m), averaged over the whole month of May,
is about 0.3 W m22, whereas the average value for I , for the
whole month of May, is 2.6 W m22. In summary the net gain
by radiation is 12.1 W m22, and the net loss due to sensible and
latent heat flux and the energy flux into the surface is 6.8 W

Figure 6. Integral length scale of the vertical velocity Lw
normalized with the measurement height z as a function of
stability z/L: FIRE III, solid circles; Cabauw, open circles; and
equation (10) ((1 1 4z/L)21, solid line).

Figure 7. Nondimensional wind gradient f9m as a function of
stability z/L: FIRE III, solid circles; Cabauw, open circles.

Table 2. Components of the Surface Energy Balance
(Equation (11)) Averaged Over the Month of May 1998 at
the SHEBA Site

W m22

FS 49.9
FL 237.8
H 1.8
LE 2.4
I 2.6
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m22. Because of measurement uncertainties there is thus an
average imbalance in the surface energy balance (FS 1 FL 2
H 2 LE 2 I) of 5.3 W m22 over the whole month of May. Of
course, positive and negative values in the imbalance partially
tend to cancel each other out, which leads to this rather small
value. Therefore it is more realistic to calculate the average of
the absolute value of the hourly averaged imbalance ( uFS 1
FL 2 H 2 LE 2 I u) over the whole month of May; this gives
a value of about 15 W m22. Because the radiation instruments
have an error of at least 1% in the individual components, most
of the 15 W m22 is probably due to the uncertainty in the
measurements made by radiation instruments.

From the study of Untersteiner [1961] and the energy balance
presented in Table 2, one might conclude that all energy fluxes
are small. This is, however, not the case if one considers the
hourly averaged energy fluxes. For the period of May 1–7, 1998
(Julian days 121–127), we have all the energy fluxes at the ice
surface, given by equation (11), shown in Figure 8. The net
longwave radiation is indicative for the low-cloud cover, small
negative values (Figure 8a) indicating that low clouds are
present. For cloud-free situations the net shortwave radiation
peaks at solar noon (about 2300 UTC) with values of about 130
W m22. The absolute values of the latent heat flux are typically
much smaller than those of the sensible heat flux (Figure 8b).
Moreover, the latent heat flux is typically positive, indicating
evaporation from the snow. The sensible heat flux changes
from positive to negative for small and large solar zenith an-
gles, respectively. There is thus a strong correlation between
the sensible heat flux and net shortwave radiation at the sur-
face. The shortwave radiative forcing induces a strong diurnal
variation in the snow and ice temperatures with a typical tem-
perature amplitude of about 2 K at a depth of 5 cm below the
surface. The ice temperature at 40 cm depth is hardly influ-
enced by the diurnal variation of the energy balance at the
surface and shows only a slow change on the timescale of
several days. The energy flux into the surface I also shows a
strong diurnal variation.

It can thus be concluded that the turbulent fluxes contribute
significantly to the hourly averaged surface energy budget, but
in the monthly averaged budget these are small. The high
surface albedo of the ice probably gives that the hourly aver-
aged net radiation can be large, whereas the monthly averaged
values are small. The turbulent fluxes typically follow the “forc-
ing” of the net radiation. On land, having a smaller surface
albedo, these findings will be different.

5. Fog at the Surface
Herman [1986] reviewed the effect of clouds on the Arctic

surface energy balance. For May he gives monthly averaged
values for the net longwave and shortwave radiation of 236
and 52 W m22, respectively. These values are very close to our
values given in Table 2. Herman [1986] also showed that the
monthly averaged net radiation at the surface is positive (16 W
m22) and, as a consequence, heating the ice. Whereas during
cloud-free conditions, the net radiation is negative (27 W
m22) and thus cooling the ice. Therefore it is interesting to
study the effect of low clouds on the surface energy balance.

Also, during May 1998, clouds were on several occasions
present all the way down to the surface. With a Gerber PVM-
100A we continuously measured the liquid water content
(LWC) and effective radius (re) at 2.16 m above the surface
with a frequency of 1 Hz. An example of a case in which the fog

extended down to the surface is shown in Figure 9a. The time
series of LWC show maximum values of about 0.1 g m23, and
the effective radius (not shown) is, on average, about 6 mm.
The net longwave radiation increases from its clear-sky value
(about 275 W m22) to near zero due to the presence of a
cloud several hundred meters thick [Beesley et al., 2000;

Figure 8. For the period May 1–7, 1998 (Julian days 121–
127), the time variation of the components of the surface
energy balance: (a) net downward shortwave radiation (FS)
and net downward longwave radiation (FL); (b) sensible heat
flux (H), latent heat flux (LE), and net energy flux into the
surface (I); (c) snow and ice temperatures at a depth of 0.05,
0.1, 0.2, 0.3, and 0.4 m.
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B2001]. At the same time, all other components of the surface
energy balance (equation 11) become very small. As an exam-
ple, the energy flux into the surface I is also shown in Figure
9a. The snow temperature (Figure 9b) at 5 cm depth shows a
clear diurnal cycle with a maximum value around (solar) noon
and a minimum value for the lowest solar zenith angles. When
low clouds are present, the longwave radiative cooling of the
surface is significantly reduced (Figure 9a), and the tempera-
ture of the snow does not drop as low as during cloud-free
conditions. It is concluded that it is important to have an
accurate sea-ice model in order to obtain the correct diurnal
variation in the surface energy balance [Beesley et al., 2000;
B2001].

6. Conclusions
We have analyzed turbulence variables in the surface layer

of the stable boundary layer. The data were collected at the
SHEBA ice camp and above a grass surface at Cabauw, the
Netherlands. The turbulent fluxes and variances were mea-
sured with a sonic anemometer and a Lyman-alpha hygrome-
ter with a frequency of 20 Hz. To examine the energy balance
of the surface measurements of the net longwave and short-
wave radiative fluxes, we also analyzed the temperatures in the
upper 40 cm of the ice sheet.

First of all, we computed ogives in order to determine the

influence of a cutoff filter length scale on the magnitude of
various variances and fluxes. The ogive, Og( f ), is the integral
of cospectra between a frequency f and the Nyquist frequency.
Ogives are very suitable tools for this kind of analysis, since the
graphical representation of ogives clearly shows to what extent
the large (mesoscale)scales contribute to the variance and
fluxes. In an ideal situation, one would expect to find the
minimum spectral energy within a frequency range near the
spectral gap that is supposed to separate the small-scale tur-
bulent fluctuations from the larger mesoscale motions. If the
frequency f is in the spectral gap range, the ogive of the
cospectrum would acquire a constant value. The examples of
variances that were presented here indicated that no distinct
spectral gap behavior was exhibited, apart from the vertical
velocity variance. The latter finding is rather fortunate since it
provides us with an objective way of defining a cutoff filter
length scale. The reason is that the vertical velocity variance
receives only a marginal contribution from the larger scales,
then the same is true for the correlation between the vertical
velocity and any other variable, i.e., the vertical flux of this
variable. On the basis of the experimental data we used a filter
frequency f 5 0.01 Hz.

In the parameterization of the stable boundary layer in the
ECMWF model the momentum, heat, and moisture fluxes are
calculated from a turbulent exchange coefficient and from the
vertical gradients of wind, potential temperature, and mois-
ture. The turbulence exchange coefficient includes a stability
function which is based on the gradient Richardson number.
From the comparison of the observations with the parameter-
izations it is concluded that the ECMWF model will predict
fluxes that are too large (absolute value) compared with the
observed values. This is in agreement with earlier findings
[Beljaars and Viterbo, 1998], namely, that the stable boundary
layer in the ECMWF model tends to be too deep over flat
terrain.

Further, we investigated the behavior of the integral length
scale (Lw) for the vertical velocity as a function of stability.
The integral length scale represents the size of the energeti-
cally most dominant eddies and therefore could be a natural
candidate to serve as a characteristic turbulence length scale.
Our choice of the integral length scale as a master length scale
is motivated by the fact that for stable boundary layers the
flux-profile relationships include a dependency on z (the height
above the surface). Nevertheless, it is widely recognized that
particularly at large heights in the SBL, local turbulence con-
ditions are completely decoupled from the direct influence of
the surface [Nieuwstadt, 1984]. We found that by substituting
Lw for the height z , the flux-profile relationship f9m,

f9m 5
kLw

u*

­u#
­ z

becomes almost independent of stability z/L . This promising
result should, however, be verified for a wider range of condi-
tions, such as katabatic flows or stable boundary layers with a
low-level jet. We therefore recommended that more measure-
ments be performed under such conditions.

The surface energy balance of the Arctic sea ice during May
1998 was dominated mainly by radiative fluxes. The presence
of clouds had a significant impact on the distribution of the
radiation. For example, when low stratus was present the net
upward longwave radiation approached a value near zero,
which is in contrast with its clear-sky value of about 275 W

Figure 9. For the period May 20–22, 1998 (Julian days 140–
142), the time variation of the net downward longwave radia-
tion (FL), net energy flux into the surface (I), and liquid water
content (LWC); (b) snow and ice temperatures at a depth of
0.05, 0.1, 0.2, 0.3, and 0.4 m.
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m22. The monthly averaged net loss due to sensible and latent
heat fluxes from the snow was rather small (4.2 W m22). At
first sight, this seems to suggest that turbulence plays only a
minor role in the surface energy balance. However, detailed
inspection of the diurnal variations of the turbulent fluxes
indicated that although their time-averaged values were small,
their instantaneous values were not. The observed stable
boundary layers above the sea ice discussed in this paper could
be characterized as weakly stable [Mahrt, 1998], since typically,
z/L , 0.6. The formation of very stable boundary layers was
prevented in this case since the temperatures remained rela-
tively close to those of the adjacent air above, as was illustrated
by the distinct diurnal cycle of the sea-ice temperatures.
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