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SUMMARY

The Atlantic Stratocumulus Transition Experiment took place during June 1992 in the eastern Atlantic Ocean in an area extending south-east of the Azores to Madeira. One of the goals of this experiment was to study the physical processes responsible for the transition from stratocumulus to shallow cumulus clouds. The cloud type most frequently observed was cumulus rising into stratocumulus. Two ‘Lagrangian’ experiments were carried out to study the evolution of the boundary layer and to observe any transition in the cloud characteristics downstream.

Here we concentrate on the last flight of the first ‘Lagrangian’ experiment during which cumulus cloud was penetrating thin and broken stratocumulus from below. The immediate cause of the cumulus convection was condensation at the top of the well-mixed surface-based boundary layer. The lifting condensation level was observed to be at about 500 m and above this height there was a conditionally unstable layer up to 1600 m. In the upper part of the conditionally unstable layer the horizontally averaged thermodynamical variables showed that the air was very close to saturation, indicating that the upper part of the cloud deck consisted of broken clouds.

The vertical structure of mean variables, variances, fluxes and turbulent kinetic energy budget is discussed. One of the findings is that the cumulus convection is an important factor in counteracting the gradual dissipation of the stratocumulus deck in that it supplies moisture to the latter. Furthermore, the net longwave radiative loss at cloud top was observed to be about 40 ± 15 W m⁻²·year⁻¹, which tended to destabilize the cloud layer from above. The skewness factor S showed that the upward convection was quite intense owing to the rising cumuli, the factor S reaching a maximum of about 2 ± 0.7 in the middle of the cloud layer. The skewness was found to be slightly negative near the cloud top.
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1. INTRODUCTION

Extensive areas of cumulus and stratocumulus clouds cover most of the tropical oceans. In the subtropics stratocumulus is found primarily below a strong capping inversion caused by subsidence in the Hadley circulation cell. As the boundary-layer air moves equatorwards over sea with an increasing surface temperature, the stratocumulus gradually breaks up into cumulus (Klein and Hartmann 1993). Some of the physical processes that influence this transition are subsidence, drizzle, entrainment (Caughey et al. 1982; Deardorff 1976; Weaver and Pearson 1990) and decoupling of the boundary layer (Turton and Nicholls 1987; Nicholls and Leighton 1986; Hignett 1991).

The turbulence structure of stratocumulus has been thoroughly studied recently by way of measurements made by Brost et al. (1982a, 1982b), Caughey et al. (1982), Caughey and Kitchen (1984), Roach et al. (1982), Slingo et al. (1982a, 1982b), Albrecht et al. (1985), Rogers and Telford (1986), Nicholls and Leighton (1986), Nicholls (1984, 1989), Hignett (1991) and Paluch and Lenschow (1991); see review by Driedonks and Duynkerke (1989). Typically it is found that cloud-top cooling is the dominant buoyancy production term and the main mechanism producing turbulent kinetic energy (TKE). Consequently the buoyancy flux and TKE are found to be at a maximum in the upper part of the cloud layer. Nicholls (1989) has shown that just below the stratocumulus cloud top the primary convective elements are, typically, negatively buoyant downdraughts. All these observational studies have greatly increased our understanding of stratocumulus dynamics.

In boundary layers containing cumulus clouds the production of TKE is triggered off by instability at the surface which gives rise to convective thermals. If the lifting
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condensation level is in a conditionally unstable layer, and if the cloud has enough vertical momentum and there is a sufficient release of latent heat then the cloud can reach its level of free convection, at which level it obtains a positive buoyancy again (Stull 1985). The thermal induces its own pressure perturbation, which affects its evolution and draws more air in through its cloud base. The lifetime of this cumulus cloud is controlled by its own dynamics and interaction with the environment. Initially most observational studies on cumulus were based on large-scale budget results obtained from field experiments such as BOMEX (Barbados Oceanographic and Meteorological Experiment) (Holland and Rasmusson 1973) and ATEX (Atlantic Tradewind Experiment) (Augstein et al. 1973). In the 70s and 80s detailed observational studies of the turbulence structure of cumulus were made during the Puerto Rico Field Experiment (Pennell and LeMone 1974; LeMone and Pennell 1976), the GARP (Global Atmospheric Research Program) Atlantic Tropical Experiment (GATE), (Nicholls and LeMone 1980) and the Boundary-Layer Experiment-1983 (Stull and Elorante 1984). Recently the dynamics of fields of cumulus over the sea around the British Isles have also been described (Smith and Jonas 1995). However, although there have been numerous observational studies of stratocumulus dynamics, very few detailed observational cases of cumulus dynamics are available. Most of the observations of the cumulus concentrated on the dynamics in the subcloud layer only.

The radiative and dynamical properties of stratocumulus and cumulus clouds are very different. Therefore it is important to understand the conditions under which stratocumulus and cumulus are formed and maintained. An ideal experiment is, therefore, to study the transition from stratocumulus to cumulus clouds in the Hadley circulation. This transition we are currently investigating using data from ASTEX (Atlantic Stratocumulus Transition Experiment). More specifically, we are analysing aircraft data from the first ‘Lagrangian’ experiment of ASTEX (Fig. 1). Duynkerke et al. (1995) analysed the detailed microphysical and turbulence structure of the stratocumulus observed on flight A209. For a description of the evolution of the boundary layer during the first ‘Lagrangian’ experiment refer to Bretherton and Pincus (1995) and Bretherton et al. (1995). In these papers the mean vertical structure of the boundary layer, cloudiness and entrainment are discussed. The aim of this paper is to present the results of flight A210, during which cumulus was penetrating, from below, into a thin and broken stratocumulus layer. We shall focus on the mean structure, turbulence and radiative characteristics of the boundary layer. Since both types of cloud were observed, the results should help us to gain a better understanding of the dynamics of the transition from stratocumulus to cumulus clouds.

2. INSTRUMENTATION, FLIGHT PLAN AND SYNOPTIC SITUATION

(a) ASTEX

The ASTEX observational programme was carried out in the period 1–28 June 1992 from bases on the islands of Santa Maria and Porto Santo (Fig. 1), and involved aircraft, buoys, satellite platforms and land-based and ship-based observations. Here we shall focus on the last flight of the first ‘Lagrangian’ experiment which was made with the C-130 aircraft belonging to the UK Meteorological Research Flight (MRF). The aircraft base during ASTEX was on the island of Santa Maria, where surface-based measurements were made. For the purpose of collecting spatial information for the entire period of the experiment the German ship Valdivia was located at about position 27°N, 24°W; also, surface-based measurements were made on the island of Porto Santo. In addition satellite and radiosonde data were collected for this observational area. Some of the advantages of these locations are that they are often little affected by anthropogenically polluted air from
the continent; the synoptic situation in this region is quite stationary and both stratocumulus and cumulus clouds are present.

The first 'Lagrangian' experiment lasted from 1600 UTC on 12 June until 1600 UTC on 14 June 1992. Within this period the boundary layer deepened, wind speeds were moderate to high and there was substantial drizzle. A solid well-mixed stratocumulus-topped boundary layer 700 m thick developed into a layer filled mainly with cumulus penetrating into thin and broken stratocumulus above, as observed during flight A210.

(b) Instrumentation

The primary instrumentation on board was specially adapted for observations of turbulence, radiation and cloud physics. Table 1 lists the main instruments used in this study. More detailed information can be found in the ASTEX operational plan (1992). The total specific humidity, $q_T$, was measured directly (Table 1), and can also be calculated from the independent measurements of specific humidity, $q_v$, and liquid water content, $q_l$, made with the Johnson–Williams (J–W) meter. The ratio $r = q_T/(q_v + q_l)$ was calculated as a check on the measurement accuracy. We found that $r$ deviated from unity by about 2% in the cloud and subcloud layer. We calculated $q_l$ from the Forward Scattering Spectrometer Probe (FSSP), compared the result with the J–W meter measurements and found differences as large as 50%. During flight A209, when a solid stratocumulus layer was present, the discrepancy between the measurements made by the two instruments was found to be much smaller (Duynkerke et al. 1995). A possible explanation of these differences during flight A210 could be any one of a high liquid water content, large droplet sizes in the cumuli, which can lead to an underestimation of the liquid water content by the FSSP, or a broken cloud structure and an insufficient time response of the J–W meter (Gerber et
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Device</th>
<th>$f$ (Hz)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static pressure</td>
<td>Rosemount 1201F</td>
<td>32</td>
<td>±1 hPa</td>
</tr>
<tr>
<td>Horizontal wind component</td>
<td>Pitot-static system, inertial navigation system (G.P.S.), angle of side slip vane</td>
<td>32</td>
<td>±0.4 m s$^{-1}$</td>
</tr>
<tr>
<td>Vertical wind speed</td>
<td>Pitot-static system, angle of attack vane</td>
<td>32</td>
<td>±0.1 m s$^{-1}$</td>
</tr>
<tr>
<td>Temperature</td>
<td>Rosemount 102BL platinum resistance thermometer</td>
<td>32</td>
<td>±0.03°C</td>
</tr>
<tr>
<td>Dew point temperature</td>
<td>Thermoelectric hygrometer</td>
<td>4</td>
<td>±0.5°C (&gt;0°C)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>±1.0°C (&lt;0°C)</td>
</tr>
<tr>
<td>Altitude</td>
<td>Radar altimeter</td>
<td>1</td>
<td>±1 m</td>
</tr>
<tr>
<td>Total water</td>
<td>Lyman-alpha absorption hygrometer</td>
<td>64</td>
<td>±0.15 g kg$^{-1}$</td>
</tr>
<tr>
<td>Liquid water</td>
<td>Johnson–Williams meter</td>
<td>4</td>
<td>±10%</td>
</tr>
<tr>
<td>Infrared radiation</td>
<td>Pyrgeometer (developed by UK Met Office)</td>
<td>1</td>
<td>±3%</td>
</tr>
<tr>
<td>Visible radiation</td>
<td>Pyranometer</td>
<td>1</td>
<td>±1%</td>
</tr>
<tr>
<td>Radiometric surface temperature</td>
<td>Barnes PRT 4 (modified by MRF)</td>
<td>1</td>
<td>±0.6°C</td>
</tr>
<tr>
<td>Cloud droplet spectrum</td>
<td>Laser spectrometer, FSSP</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Al. 1994). To calculate the liquid water flux, $w'q'$, we used the J–W meter data since its measurement frequency is four times higher than that of the FSSP.

Determining the vapour flux accurately from dew point and pressure was problematic for the lowest and highest runs within the boundary layer. At these heights, much of the turbulence is contained in the small-scale eddies. From the spectra of the specific humidity it was found that only those of total specific humidity showed an inertial subrange. Therefore, the measurements of the total specific humidity were used for determining the vapour flux, calculated as the difference between the total and liquid-water flux in the cloud layer.

To calculate vertical fluxes we used filtered data. The filter used is described by Nicholls (1989). We calculated a 31-seconds running-mean and subtracted it from the raw data, whereupon we applied the eddy correlation technique. This enabled us to filter out variations larger than about 3 km, thus neglecting the low-wavenumber contribution to the flux. Analysis of the vertical-velocity spectra showed that the spectral peak was located within this range.

(c) Flight plan

Figure 2 shows the aircraft height as a function of time for flight A210. Three different flight methods were used: horizontal runs, profile flights and one porpoise run. One horizontal run (indicated by the capital letter R in Fig. 2) lasted typically for about 10 minutes. Since the average aircraft speed was about 100 m s$^{-1}$ the run covered a horizontal distance of approximately 60 km. Because on Run 1 a set of eight horizontal runs were flown, the vertical resolution is quite coarse and details like the temperature jump in the inversion layer are not resolved. To supplement our information we also used data from profile flights (P in Fig. 2). The profile soundings were made along a flight path with a $2^\circ$ inclination.
Flight A210 was the fifth flight of the first 'Lagrangian' experiment. Stratocumulus was encountered during each of the previous four flights of the 'Lagrangian' experiment. Over the five flights the surface layer changed from a slightly stable layer (on RF05) to a slightly convective one (A209, RF06 and RF07). On Run 1 of flight A210 cumulus clouds penetrating into broken stratocumulus above were encountered. Run 2 was flown close to the edge of the cloudy area; during this run the air was typically cloud free (Roode 1994). In this paper we concentrate on the results of Run 1. This flight consisted of eight horizontal runs (R1.1 to R1.6, R1.8 and R1.9) in, below and above cloud and one porpoise run (R1.7) through the cloud top. The runs were flown so that they were made in roughly
the same airmass, which was advected by the mean wind. Furthermore, the runs were nearly normal to the mean wind direction (Fig. 3).

(d) General weather conditions

For a review of the synoptic situation during the period of the experiment we used the initialized analysis of the ECMWF (European Centre for Medium-Range Weather Forecasts) model output at 1200 UTC on 14 June 1992. In the observational area a north-easterly wind was induced by a high-pressure zone near position 40 °N, 30 °W, and a low over the continent of Africa at about position 30 °N, 0 °E (Fig. 4). This north-easterly wind caused the observed airmass to be advected equatorwards over sea with gradually increasing sea surface temperatures (SST).

We used the pressure changes as a function of time from every level from the initialized analysis of the ECMWF model to calculate the averaged values over the area 27-30 °W and 27-30 °N. The vertical velocity, \( \omega \), in vertical pressure coordinates (\( \omega \equiv \frac{dp}{dt} \)) reduces with the hydrostatic equation approximately to (Holton 1992)

\[
\omega \equiv \frac{dp}{dt} \approx -\rho g w
\]

where \( p \) is the pressure, \( t \) the time (seconds), \( \rho \) the density, \( g \) the acceleration due to gravity and \( w \) the vertical velocity. Table 2 shows that there is subsidence in the boundary layer and the free atmosphere. An estimation of the divergence from the subsidence (Table 2) gives \(-\partial w/\partial z \approx 2 \times 10^{-6} \text{s}^{-1}\). To calculate such a small divergence from the continuity equation one needs very accurate wind velocity data. Brüummer (1978) showed that, assuming that the distance between two grid points was of order 100 km, an error of about 1 m s\(^{-1}\) in the wind velocity will give an error in the divergence of about \(10^{-5} \text{s}^{-1}\), which in our case is much larger than the divergence itself. Therefore, radiosonde data from ASTEX were used as an extra tool to estimate the divergence (Nitta and Esbensen 1974). We used measurements from the islands of Porto Santo and Santa Maria and the ships Valdivia, Le Suroît, Malcolm Baldridge and Oceanus. All these stations were situated near or at the corners of the ASTEX triangle (Fig. 1), covering an area of about 1000 \( \times \) 1000 km\(^2\). The calculated divergence averaged over the lowest 1600 m for this area at 1200 UTC 14 June
TABLE 2. The area-averaged subsidence velocity at different heights estimated from the initialized ECMWF analysis at 1200 UTC on 14 June 1992. The averaging is applied over the area 27-30°W and 27-30°N.

<table>
<thead>
<tr>
<th>Height (m)</th>
<th>Subsidence velocity (cm s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>0.02</td>
</tr>
<tr>
<td>350</td>
<td>0.13</td>
</tr>
<tr>
<td>650</td>
<td>0.23</td>
</tr>
<tr>
<td>950</td>
<td>0.20</td>
</tr>
<tr>
<td>1350</td>
<td>0.16</td>
</tr>
<tr>
<td>1800</td>
<td>0.19</td>
</tr>
<tr>
<td>2250</td>
<td>0.43</td>
</tr>
</tbody>
</table>

1992 was found to be small and slightly negative \((-\partial w/\partial z \approx -1 \times 10^{-6})\). This value, and the one derived from the ECMWF model seem to indicate that the divergence is negligibly small.

3. RESULTS

(a) Mean state of the boundary layer

(i) Clouds and water content. A schematic description of the cloud situation is shown in Fig. 5. Analysis of the time series of the liquid-water content of the horizontal runs revealed isolated segments of clouds occurring on runs R1.4 and R1.5, with maximum

![Figure 5. Schematic picture of the clouds observed during Run 1: cumulus and stratocumulus in the boundary layer and high cirrus clouds in the free troposphere.](image-url)
values of \( q_1 \) reaching, typically, around 0.3 and 0.4 g kg\(^{-1}\), respectively. These clouds were found mainly in the western half of the runs. Similar patterns occurred on run R1.6 and the porpoise run R1.7, where peak values of the liquid-water content were as high as 1.0 g kg\(^{-1}\). However, on run R1.6 the clouds were no longer solely isolated. Segments of clouds on the entire horizontal stretch were observed having values of \( q_1 \) significantly lower than 0.15 g kg\(^{-1}\). From pilot observations these clouds were classified as thin and broken stratocumulus patches, whereas clouds with their cloud base situated at about 500 m were classified as cumulus clouds. On run R1.7 clouds were seen to spread out under the inversion layer and even to penetrate into the inversion. Cloud tops reached altitudes varying between 1590 m and 1660 m. On run R1.3 we found an isolated area where \( q_1 \) reached a maximum value of about 0.15 g kg\(^{-1}\). According to pilot observations this was due mainly to precipitation from cumulus clouds, which evaporated before reaching the surface.

We calculated the cloud fraction as being that fraction in which the FSSP derived liquid-water content was greater than 0.001 g kg\(^{-1}\). As shown in Fig. 6, the cloud fraction increased from cloud base to a maximum of 72% near cloud top. From Fig. 7(a) it is obvious that, on average, the boundary-layer air is not totally saturated, indicating that the cloud deck is broken; this latter fact is also clear from the liquid-water profile of P1 (Fig. 7(b)). The maximum horizontal mean liquid-water content was found near cloud top (R1.6) where \( q_1 \) was about 0.09 g kg\(^{-1}\). The inversion was observed to be inhomogeneous. We estimated the average inversion layer height to be approximately 1600 m. Table 3 summarizes the values of the jumps of several parameters across the inversion.

(ii) *Temperature and wind.* In Figs. 8(a) and (b) the virtual potential, and equivalent potential, temperature profile during P1 are shown together with the mean values from the horizontal runs. The virtual potential temperature at the surface is calculated with the assumption that at the sea-surface interface the air is saturated and that the temperature equals the MRF modified barometric radiometer observed SST, approximately 21.1 ± 0.1 °C. From Fig. 8(a) it is clear that the surface layer is unstable because of the local
maximum of $\theta_v$. The limit of free convection for dry processes is at about 1100 m, which is much lower than the observed cloud tops. The $\theta_v$-profile (from P1) shows a well-mixed layer from 30 m up to about 1000 m. Nevertheless, a slight increase in $\theta_v$ can be found at approximately 500 m; an increase of this amount was more obvious in other profile flights and is associated with decoupling. Above 1000 m the gradient is positive (approximately wet adiabatic) owing to the presence of stratocumulus clouds. However, horizontal mean
values on Run 1 show an increase in $\theta_v$ from 500 m upwards with a gradient of 2.1 K km$^{-1}$. Since the saturated adiabatic lapse rate is about 4.3 K km$^{-1}$, this layer is conditionally unstable.

The equivalent potential temperature (Fig. 8(b)) is lower in the cloud layer than in the subcloud layer. Investigation of the same airmass two days earlier (Duynkerke et al. 1995) showed a solid stratocumulus deck with precipitation. On flight RF07 a decoupling of the cloud layer from the subcloud layer was observed near cloud base (approx. 600 m) (Duynkerke 1995). This decoupling led to a dissipation of stratocumulus, the remnants of which were still visible on flight A210. After the decoupling, $\theta_v$ in the subcloud layer increased on account of the increase in surface temperature, whereas $\theta_v$ above 500 m
hardly increased at all. So a possible explanation for the state of the boundary layer during flight A210 was decoupling of the subcloud layer from the cloud layer causing a breakup of stratocumulus followed by convection in the subcloud layer and subsequent formation of cumulus clouds on top of surface induced thermals.

Lilly (1968) suggested that cloud-top entrainment instability (CTEI) could occur when air from the free atmosphere, entrained into the top of a stratocumulus cloud, was cold and dry enough ($\Delta \theta_e < 0$) to cause sufficient evaporative cooling, so that the mixed parcel would sink and generate TKE. Randall (1980) and Deardorff (1980) suggested that
TABLE 3. A SUMMARY OF THE OBSERVED BOUNDARY-LAYER PROPERTIES DURING RUN 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inversion height</td>
<td>1600</td>
</tr>
<tr>
<td>Cloud base ((z_b))</td>
<td>500</td>
</tr>
<tr>
<td>Cloud top ((z_d))</td>
<td>1600</td>
</tr>
<tr>
<td>(\Delta \theta_v)</td>
<td>4.45</td>
</tr>
<tr>
<td>(\Delta \theta_e)</td>
<td>-6.60</td>
</tr>
<tr>
<td>(\Delta q_v)</td>
<td>-4.72</td>
</tr>
<tr>
<td>(\Delta q_l)</td>
<td>-0.09</td>
</tr>
<tr>
<td>(\Delta q_T)</td>
<td>-4.81</td>
</tr>
</tbody>
</table>

The difference, \(\Delta\), is taken as the difference between the free troposphere value (\(R1.8\) and \(R1.9\)) and the highest boundary-layer value (\(R1.6\)), which, to a good approximation, represents the jump across the inversion.

Entrainment would occur if

\[
\Delta \theta_e < K \left( \frac{L_v}{c_p} \right) \Delta q_T
\]

(2)

where the constant \(K\) is about 0.23, \(L_v\) is the latent heat of condensation, \(c_p\) is the specific heat of dry air at constant pressure and \(\Delta \theta_v\) and \(\Delta q_T\) are the jumps of the equivalent potential temperature and the total water content across the inversion, respectively. MacVean and Mason (1990) discussed this criterion and suggested that \(K\) should be larger, namely about 0.7, which would make the criterion more restrictive. From our calculations, where we used the latter value for \(K\) and the results given in Table 3, it follows that the observed cloud top does not fulfil the condition (2), and thus should be stable. On the other hand, with \(K = 0.23\) (Randall 1980; Deardorff 1980) we find that the cloud layer is unstable.

As a tracer for mixing of air between the boundary layer and the free atmosphere the ozone content can be used. Although the absolute value of the measured ozone was not correct, a significantly higher average ozone content was found on the horizontal runs in the free atmosphere compared with the boundary layer. Porpoise-run observations through the cloud top showed increased ozone contents, relative to the boundary layer, in some cloud segments, suggesting that mixing with free atmospheric air had occurred. A possible explanation for this mixing could be that because of the relatively high upward vertical velocities in cloud, which were observed to be of order 1–2 m s\(^{-1}\) in run R1.6 (not shown), the cumuli could penetrate the inversion.

Throughout the boundary layer and free atmosphere wind velocities were north-easterly, rather light and about 4 m s\(^{-1}\) (Fig. 8(c) and (d)).

(iii) Radiation. The horizontal mean values of the longwave radiative fluxes are shown in Fig. 9, together with the profile observations of P1. The downward longwave flux profile in Fig. 9(a) has jumps at about 200, 600 and 850 m, probably because the profile path passes under stratocumulus patches. The horizontal mean values bear a strong resemblance to irradiances profiles observed by Nicholls and Leighton (1986) in stratocumulus. In their observational study on the structure of stratiform cloud sheets they reported a sharp decrease in net longwave flux at the cloud top and a small increase at cloud base. These flux divergences imply radiative cooling at cloud top and a small warming at cloud base. The cooling at cloud top leads to enhanced turbulence as a result of the destabilization of the cloud layer. On run 1 a jump of approximately 40 ± 15 W m\(^{-2}\) was found at cloud top
To calculate this jump we used the average value from runs R1.8 and R1.9 for the value in the troposphere. Therefore, the presence of the cumuli and the stratocumulus clouds has an important influence on the radiative cooling profile, and this could be a very important mechanism in the cooling of the boundary layer. Since we observed roughly the same pattern as Nicholls and Leighton (1986), one might assume that the amounts of high cirrus cloud do not contribute significantly to the downward longwave irradiance measured above cloud top. In contrast, solar radiation measurements were disturbed by these high clouds, resulting in large horizontal fluctuations in the solar radiation above the boundary layer.

(b) Turbulence structure

TABLE 4. Scalding parameters for Run 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w^*$ (m s$^{-1}$)</td>
<td>0.6</td>
</tr>
<tr>
<td>$u^*$ (m s$^{-1}$)</td>
<td>0.14</td>
</tr>
<tr>
<td>$L_{MO}$ (m)</td>
<td>-30</td>
</tr>
<tr>
<td>$T_v^*$ (K)</td>
<td>0.007</td>
</tr>
<tr>
<td>$q_T^*$ (g kg$^{-1}$)</td>
<td>0.03</td>
</tr>
<tr>
<td>$T_s$ (°C)</td>
<td>21.1 ± 0.1</td>
</tr>
</tbody>
</table>

For our analysis of the main turbulent characteristics of the boundary layer we use the following scaling parameters (Nicholls 1989):

\[ w^* = \left( \frac{2.5(g/T_0)}{h} \right) \int_0^h w'/T'_v \, dz' \] \[ T_v^* = \frac{w^*T_0}{gh} \] \[ q_T^* = \frac{(w'q_v' + w'q_i')_0}{w^*} \]

Here $h$ represents the inversion height of the boundary layer and the subscript zero denotes the lowest horizontal run. The rather small value of $u^*$ (Table 4) indicates that mechanical shear production does not contribute much to the production of turbulent kinetic energy.

(i) Variances:

Velocity. In Fig. 10(a) and (b) the horizontal and vertical velocity variances are shown, respectively. Here the height is scaled as follows:

\[ z' = \frac{z - z_b}{z_t - z_b} \]

where $z'$ represents the scaled height, $z$ the actual height, $z_t$ the cloud-top height and $z_b$ the cloud base (see Table 3). For the vertical velocity variance and the fluxes referred to in this paper we distinguish between in-cloud and clear-air segments. All sampled results are multiplied by their respective area fraction, so that the sum gives the total variance or flux averaged over one run. Furthermore, for the highest in-cloud run, R1.6, we also calculated the stratocumulus and cumulus contribution. From the integral timescale we estimate the relative error in the total vertical velocity variance to be about 10% for subcloud values, 40% for values in the cloud layer, and 50% in the free troposphere (Lenschow et al.)
The total vertical velocity variance shows an increase from a local minimum at $z' = -0.03$ (R1.3) to a local maximum at $z' = 0.54$ (R1.5). Since the total vertical variance is determined mainly by the cloudy segments this local maximum can be explained in terms of intensifying upward convection caused by the release of latent heat in the clouds. These cloud plumes disturb the mean horizontal flow and result in the strong horizontal-variance increase upwards from the lower cloud layer. At the top of the cloud the vertical updraughts are damped by the stable stratification of the inversion layer, and, since the air motions must satisfy the continuity equation, this must cause the vertical motions to spread out horizontally leaving the updraughts to extend under the inversion layer; which, in turn, explains the peak value in the horizontal variances at $z' = 0.94$ (Nicholls 1989).
Figure 10. (a) The variance of the horizontal velocities $u'^2$ and $v'^2$. (b) The vertical velocity $w'^2$, as a function of scaled height, $z'$. The vertical velocity variance has been split up into clear-air and in-cloud parts. For the highest run in cloud also a distinction has been made for cumulus (cu) and stratocumulus (sc), their sum giving the total in-cloud flux. For plot symbols see legend.

A comparison of the total vertical-velocity variances with LES (Large Eddy Simulation)-model results of buoyancy-driven cumulus, obtained by Nicholls et al. (1982) and Cuijpers et al. (1996), shows fair agreement. These authors simulated cumulus clouds as observed during GATE (Nicholls and LeMone 1980) and found a maximum vertical variance in the middle of the subcloud layer and in the middle of the cloud layer: the latter value was about half the subcloud-layer value. The vertical velocity variances that they found in the upper cloud were quite low, in contrast with the Run-1 observations. A
possible explanation is that in the GATE observations there was no strong inversion, the cumuli were small and the cloud cover low. So probably the vertical velocity of the cumuli just gradually weakened with height, whereas on Run 1 clouds were penetrating into the stable inversion. The reason that these clouds could rise steeply and reach the inversion layer might be that there was more conditional unstable stratification in the cloud layer \((d\theta_v/dz \approx 2 \text{ K km}^{-1})\) compared with GATE \((d\theta_v/dz \approx 3.5 \text{ K km}^{-1})\). Furthermore, since the cumulus-cloud fraction near the cloud top is relatively high, the longwave radiative loss could give rise to the formation of cold downdraughts, which also would contribute to the vertical velocity variance.

The decrease in the variance of the wind components which occurs towards the surface is due partly to the damping of large-scale eddies, which means that relatively more energy is contained in the small-scale eddies, which cannot be measured. With a cut-off wavelength, \(\lambda_c\), of 6 m the contribution of the unresolved scales to the vertical velocity variance was about 10% during run R1.1.

(ii) **Fluxes.** Lenschow et al. (1994) showed that the systematic error in the flux is given by \(2FL_{ws}L^{-1}\), where \(F\) is a vertical flux, \(L_{ws}\) an Eulerian length scale, and \(L\) the filter length. We found a maximum integral length scale in the middle of the boundary layer: \(L_{ws} = 550\) m. This means that the error in the flux in the middle of the boundary layer can be estimated to be about 40%, while at the other levels the error will vary between 10 and 30%.

**Virtual potential temperature flux.** Temperature fluxes were calculated using the measurements of the Rosemount thermometer. We assumed that wetting was not causing serious errors in the measurements since there was no evidence of cold spikes when the aircraft left the cloud during horizontal runs. The total virtual potential-temperature flux (Fig. 11) decreases with height from the surface upwards, reaching a negative value near cloud base. Thus, near the cloud base, rising thermals will be cooler than the environment. This may be due to a rise in virtual potential temperature in the conditionally unstable
layer. In spite of the negative buoyancy of the rising thermals, their inertia may cause these thermals to reach the lifting condensation level (LCL). At this stage droplets will form by condensation thus releasing latent heat. Above the LCL the total buoyancy flux is determined mainly by the in-cloud flux. The cloud parcel follows the wet adiabatic, reaching the level of free convection and acquiring a positive buoyancy again. A maximum in buoyancy flux is found at \( z' = 0.25 \). The rather low amounts of cloud flux above \( z' = 0.54 \) are surprising. This means that in the upper half of the cloud layer the buoyancy flux in the cloud is almost in a state of neutral buoyancy. The measurements of the vertical velocity in cumulus clouds at this height show fluctuations of about 1–2 m s\(^{-1}\) around the mean value. An upward velocity of this order of magnitude is probably sufficient to enable the cumuli to rise several hundreds of metres through the conditionally unstable layer up to the inversion layer.

**Liquid water, vapour and drizzle flux.** The horizontally averaged drizzle flux was found to be negligibly small. The gravitational settling of droplets was only 10% of the total water flux near cloud top where the total water flux was relatively small. From Fig. 12 and from the equation for total water,

\[
\frac{\partial q_T}{\partial t} = -\frac{\partial w'q_T}{\partial z},
\]

we found that total water is being transported from the lower levels to higher levels in the boundary layer, thus the upper cloud layer was becoming more humid. The liquid-water flux also contributes to a net wetting of the upper cloud layer. The result is that the total water is redistributed from the lower 1100 m (\( z' = 0.54 \)) upwards to the layer between 1100 and 1600 (\( z' \approx 1 \)).

**Equivalent potential-temperature flux.** The profile of the vertical equivalent potential-temperature flux, \( w'\theta_e' \), can indicate whether radiation plays an important part at the top of
the cloud. Let us consider the hypothetical situation in which there is no, or only a little, subsidence, no precipitation and no horizontal advection. Then it can be shown that the following relationship holds (Deardorff 1976):

$$\frac{\partial \theta_e}{\partial t} + \frac{\partial}{\partial z} \overline{w' \theta_e'} = - \frac{1}{\rho c_p} \frac{\partial S}{\partial z} - \frac{1}{\rho c_p} \frac{\partial L}{\partial z},$$

(8)

where $S$ stands for the net shortwave radiation flux, and $L$ for the net longwave radiation flux. Equation (8) shows that, in a stationary situation, divergence in the radiance will lead to a change in the equivalent potential-temperature flux of opposite sign.

Figure 13 shows that the radiative cooling at cloud top is compensated for partly by heating, because of the equivalent potential-temperature flux. The difference between the radiative cooling and the heating due to the equivalent potential-temperature flux can probably be attributed to absorption of solar radiation.

Observations show that during daytime, and in solid cloud conditions, absorption of solar radiation in the cloud can lead to decoupling, provided the heat flux at the surface is small (Nicholls and Leighton 1986; Turton and Nicholls 1987). The turbulence in the cloud layer will then become decoupled from turbulence in the subcloud layer, leaving a stable transition layer between the cloud and subcloud layer. Decoupling is assumed to be an important mechanism in the stratocumulus–cumulus transition process (Rogers et al. 1995). In this case solar absorption probably will not dominate the longwave radiative loss. The latter acts mainly near the top of the cloud, where the cloud fraction is maximum. On the other hand, solar absorption is a process which occurs deeper in the cloud layer, and will diminish from cloud top towards cloud base as a result of the decreasing cloud fraction.

Mass flux. Many cumulus convection schemes are based on the assumption that the vertical mass transport within cloud can be described in terms of cumulus updraughts and
compensating environmental subsidence. In this way, any variation of the mass flux with height is a measure of entrainment/detrainment of air. For example, an increasing mass transport with height can be interpreted as clear environmental air being mixed into the cloudy air through lateral entrainment. A difficulty encountered in parametrizing the mass flux is that it is dependent on the stage of development of the cumulus cloud. Grinnell et al. (1996) showed that in the earliest stage of cumulus development the mass flux through the bulk of the cloud layer was upwards, while at the mature and later stages a negative mass flux prevailed, mainly as a result of precipitation-driven downdraughts.

We calculated the in-cloud mass flux as \( M = \rho w_a a_u \), with \( \rho \) the density (kg m\(^{-3}\)), \( w_a \) the average vertical velocity in cloud, and \( a_u \) the cloud fraction. A maximum mass flux was found in the lower half of the cloud (Fig. 14), above which it decreased to a negative value near the top of the cloud. This indicates that the cumulus clouds are in the mature or later stage (Grinnell et al. 1996). As a possible explanation for this downward mass flux these authors suggested that the cumuli penetrate into the inversion, mix with the dry inversion air so that cloud droplets evaporate, after which the cooled air descends. Furthermore, longwave radiative loss at the top of the cloud will produce cold downdraughts. The mass flux just below cloud base is the result of a strong updraught in a shower.

(iii) **Third-order moments:**

**Turbulent kinetic energy flux.** In Fig. 15(a) the turbulent kinetic energy flux is shown. The errors in the third-order moment, \( \overline{w'^3} \), are varying between 15\% for the lowest run and 90\% in the middle of the boundary layer. The positive value of the flux of TKE (\( \overline{w'e'} \)) in the bulk of the boundary layer indicates that this transport is upwards. Again, in the cloud layer, this flux is determined mainly by the in-cloud flux. Near cloud top a small negative flux is found for the in-cloud flux, which suggests that TKE is transported downwards. Local maxima for TKE transport are found in the subcloud layer and in the middle of the cloud layer.
Figure 15. (a) The vertical turbulent kinetic energy flux, $w'\varepsilon'$, as a function of scaled height, $z'$. For the highest run in cloud also a distinction has been made between cumulus (cu) and stratocumulus (sc), their sum giving the total in-cloud flux. (b) The skewness factor $S$ as a function of scaled height, $z'$.

Skewness. The skewness parameter, $S$, is a measure of the distribution of vertical-velocity fluctuations and is defined as

$$ S = \frac{\overline{w^3}}{(\overline{w^2})^{3/2}}. \quad (9) $$

When $S$ is positive this means that upward motions are the greater and occupy a smaller fractional area than the downward motions, and vice versa. The skewness calculated for Run 1 is shown in Fig. 15(b). The effects of downdraughts can be clearly seen here, since
the negative value near the top of the cloud suggests that downdraughts are more intense than the inversion-penetrating updraughts. A maximum value of about 2 for the skewness, $S$, is found in the middle of the cloud layer, where the vertical velocity variance was also at its maximum. It is remarkable that these maxima do not coincide with the maximum buoyancy flux; this is probably due to the fact that the skewness has its maximum where the acceleration is zero. Nevertheless, both the maximum vertical velocity variance and the skewness confirm the notion that cloud velocities at $z' = 0.54$ are quite high.

4. TURBULENT KINETIC ENERGY BUDGET

(a) Spectral properties

Figure 16. Vertical velocity spectra as a function of wavenumber, $k$, for the horizontal runs R1.1 to R1.6. The spectra have been shifted vertically by one decade. The straight line is the fit to the spectra in the inertial subrange.

The fast Fourier transform technique was applied to the vertical velocity data for each level of Run 1. To filter out length scales larger than 3 km the time series were split up into intervals of 32 seconds. These reduced data-sets were detrended by subtracting the straight best-fit line from the data segment. The intervals overlapped, so about 30 spectra were obtained for any one level. The spectra presented in this paper are the average of these 30 spectra. By this means the statistical noise was significantly reduced, especially for large wavenumbers, $k$. In principle, the viscous dissipation, $\varepsilon$, can be calculated from these averaged spectra through the formula

$$P_w = \alpha_w \varepsilon^{2/3} k^{-5/3}.$$
with $\alpha_w = \frac{4}{3} \times 0.5$; $k$ the wavenumber; $P_w$ the spectral intensity. However, for a horizontally inhomogeneous boundary layer a complication arises since $\varepsilon$ may vary significantly in each segment. In that case the leg-averaged value of $\bar{\varepsilon}^{2/3}$ is not equal to $\bar{\varepsilon}^{2/3}$, with $\bar{\varepsilon}$ the average dissipation of all individual segments. Since we are interested in $\varepsilon$ and not in its $2/3$ power we used the latter method to find the dissipation rate. For this purpose the spectral energy was integrated over the wavenumber interval $0.05 \leq k \leq 0.8$ m$^{-1}$, whereafter the dissipation was found from the expression

$$
\varepsilon = \left( \frac{\int_{k_1}^{k_2} P_w \, dk}{\alpha_w \left( -\frac{3}{2} \right) \left( k_2^{-2/3} - k_1^{-2/3} \right)} \right)^{3/2}.
$$

The main advantage of integration is that the dissipation is now directly related to the spectral energy which is conserved in this way. This is not the case when log $P_w$ and log $k$ are used for a linear fit.

Figure 16 depicts the average spectra of the vertical velocities of runs R1.1 to R1.6. The continuous line shows the $-2/3$ power relation between $k$ and $k P_w(k)$. Variation of the wavenumber interval leads to changes of about 30% in the calculated dissipation rate. The sensitivity of $\varepsilon$ to the particular wavenumber interval used is negligible in the high wavenumber range where the spectral energy is low, and vice versa. The opposite is true for a linear fit, where in a logarithmic graph the larger wavenumbers are more densely distributed than are the low wavenumbers and therefore give a relatively higher contribution to the linear fit. The spectrum above the boundary layer (R1.8 and R1.9, not shown here) did not show an inertial subrange because, above the inversion, the air is not turbulent. Near the surface the spectral peak is observed at wavenumbers larger than at the higher levels, which suggests that TKE is contained in relatively small-scale eddies. The results of the dissipation (segment averaged) within the boundary layer are given in Table 5. The maximum dissipation is found near the surface and cloud top. The in-cloud cumulus dissipation rates are of the order 0.001 m$^2$ s$^{-3}$.

### Table 5. The layer-averaged and average in-cloud dissipation rate for runs R1.1 to R1.6.

<table>
<thead>
<tr>
<th>Run</th>
<th>Height (m)</th>
<th>Layer-averaged dissipation (m$^2$ s$^{-3}$)</th>
<th>In-cloud dissipation (m$^2$ s$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1.1</td>
<td>30</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>R1.2</td>
<td>123</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>R1.3</td>
<td>472</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>R1.4</td>
<td>782</td>
<td>0.0001</td>
<td>0.001</td>
</tr>
<tr>
<td>R1.5</td>
<td>1100</td>
<td>0.0003</td>
<td>0.001</td>
</tr>
<tr>
<td>R1.6</td>
<td>1530</td>
<td>0.0005</td>
<td>0.0001 (sc)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0007 (cu)</td>
</tr>
</tbody>
</table>

The interval used for the best fit was $0.05 \leq k \leq 0.8$ m$^{-1}$.

### (b) Turbulent kinetic energy budget

With the turbulent kinetic energy defined as

$$
\bar{\varepsilon} = \frac{1}{2} (\bar{u^2} + \bar{v^2} + \bar{w^2})
$$

the TKE budget can be written in the form
\[
\frac{d\tilde{e}}{dt} = \frac{g}{T_0} (w'\theta'_c) - \left( w'w' \frac{\partial \bar{U}}{\partial z} + v'w' \frac{\partial \bar{V}}{\partial z} \right) - \frac{\partial (w'e')}{\partial z} - \frac{1}{\rho_0} \frac{\partial (w'p')}{\partial z} - \varepsilon
\]  

(12)

where

B = Buoyancy production
S = Shear production
T = Turbulence transport
P = Pressure transport
D = Dissipation of TKE.

The pressure transport term, \( P \), is extremely difficult to measure. In a steady-state situation, when \( \frac{d\tilde{e}}{dt} \) is assumed to be negligibly small, \( P \) is often taken to be equal to the sum of \( B, S, T \) and \( D \). We calculate the residual, \( R \), as follows:

\[
R = - \left\{ \frac{g}{T_0} (w'\theta'_c) - \frac{\partial (w'e')}{\partial z} - \varepsilon \right\} .
\]  

(13)

The TKE budget is shown in Fig. 17. We neglected the wind shear because it was found to be very small. For run R1.1 the ratio \( z/L \) is approximately unity and \( B \) and \( S \) are of about equal importance; for run R1.2 the ratio \( z/L \) is approximately 4, and the shear is negligibly small. From Fig. 17 we can see that above 1100 m a gain of TKE comes from the turbulent transport term \( T \), whereas the buoyancy production becomes nearly zero above 1100 m. The latent heat release which supplies the energy for cumulus convection is clearly important since it seems that it is redistributed by the turbulent transport term from the lower cloud layer upwards.
The maximum dissipation rate at the surface and at the top of the cloud is due to the smallness of the turbulence scales close to boundaries, which leads to larger gradients and dissipation rates. Simulations by Cuijpers et al. (1996) showed that the pressure transport term was not negligibly small and was therefore important for the TKE budget. Rapid pressure fluctuations are difficult to measure accurately, and were not measured during ASTEX; therefore we do not know the precise role of the pressure transport term. Nevertheless, one would expect that in this kind of convection there would be a significant correlation between pressure and (vertical) velocity perturbations.

5. DISCUSSION AND CONCLUSIONS

This paper discusses the results of an observational study of the mean turbulence and radiative properties of a convective boundary layer in which cumulus clouds penetrated into a thin and broken stratocumulus layer above. For this purpose we used measurements from the UK MRF C-130 aircraft during the first ‘Lagrangian’ experiment in ASTEX. Upwards from the sea surface the boundary layer can be divided into a mixed layer, a conditionally unstable layer and an inversion layer. The equivalent potential temperature was found to be lower in the cloud layer than in the subcloud layer because of a decoupling (Duynkerke 1995) during an earlier period of the first ‘Lagrangian’ experiment. According to the stability criterion of MacVean and Mason (1990) the cloud top was stable to cloud-top entrainment. However, from porpoise-run observations through the cloud top we found, in some cloud segments, increased amounts of ozone compared to the amounts in the boundary layer, suggesting that mixing with free atmospheric air had occurred. Observation of the vertical velocities shows that, in our case, entrainment probably could be triggered by the relatively high upward vertical velocity within the cumulus clouds.

Turbulent kinetic energy was generated by the advection of boundary-layer air over a gradually increasing sea surface temperature and by longwave radiative cooling at the top of the clouds. The maximum values for TKE were found near the surface and near the top of the boundary layer. The dissipation rate was also found to be at its maximum near the bottom and near the top of the boundary layer.

A study of the fluxes showed that the buoyancy flux decreased from a maximum near the surface to a slightly negative value near the base of the cumuli. Because of the release of latent heat and the resulting upward velocities the cumuli were able to reach the level of free convection (Stull 1985). In the cloud layer the buoyancy flux was determined mainly by the in-cloud flux. Above the level of free convection the buoyancy flux was positive towards the middle of the cloud layer. From the middle of the cloud layer upwards the buoyancy decreased rapidly.

The buoyancy flux in the subcloud layer was found to be similar to that measured during GATE (Nicholls and LeMone 1980) and to the simulations done subsequently by Nicholls et al. (1982) and Cuijpers et al. (1996). The main difference between the simulations of Cuijpers et al. and our measurements is to be found in the cloud layer. The model results showed that the buoyancy flux decreased gradually from the middle of the cloud layer upwards, becoming nearly zero near the top of the cloud. However, we found that the buoyancy flux was already very small by the middle of the cloud layer.

The energy supply needed for overshooting was found to come from the vertical turbulent-transport term. This term was responsible for a redistribution of TKE from the lower part of the cloud layer towards the upper part, and because of the vertical fluxes of liquid water and vapour, the upper part of the cloud layer was being moistened. In this way water was redistributed, so counteracting the dissipation of the stratocumulus deck.
In the bulk of the boundary layer, turbulent convection was dominated by intensive narrow updraughts, as can be seen from the skewness parameter, S. Up to the middle of the cloud layer the skewness was found to be positive and rather large. Values ranged from about $1 \pm 0.3$ above the surface layer to a maximum of about $2 \pm 0.8$ in the middle of the cloud layer. This shows that the upward velocity was quite high and was obviously sufficient for the clouds to reach the inversion, despite the lack of positive buoyancy in the middle of the cloud layer.

At the top of the cloud turbulence was driven by cloud-top cooling caused by longwave radiative loss. This loss was found to be about $-(40 \pm 15)$ W m$^{-2}$ and, as a result, the cloud layer was destabilized. A small negative skewness and rather high vertical velocity variance near the cloud top suggests that downward convection is slightly more intense than upward convection. This is also found from the vertical mass-flux profile, which shows an upward mass flux decreasing with height to a negative value near the top of the cloud. This downward convection can be due to a cooling of air due to the formation of radiatively cooled downdraughts or to mixing and evaporation of liquid water in the unsaturated air of the inversion. Furthermore, spreading of the cumuli under the inversion layer led to a divergence of air, which resulted in compensating downward motions.
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