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ABSTRACT

An investigation is conducted to document the role convectively generated cold pools play in determining
the spatial organization of tropical deep convection. Using a high-resolution cloud-resolving model, the evolution
of cold pools produced by deep convection is examined, in the situation of limited large-scale wind shear, and
a homogeneous underlying sea surface temperature. Ignoring the cold pools resulting from multiple deep con-
vective events, the mean model cold pool attained a minimum temperature and water vapor mixing ratio de-
pression of 1 K and 1.5 g kg21, respectively; a horizontal velocity increase of 4.8 m s21; and the latent and
sensible heat fluxes are increased by a factor of 1.9 and 2.6, respectively. The cold pools had a mean lifetime
of approximately 2.5 h and attained maximum radii ranging from 3 to 18 km, with a mean of 8.6 km. Taking
the organization of convection into account, these figures are consistent with observational studies of convective
wakes.

The composite cold pool showed that development occurred in three distinct stages. As seen in observations,
the air in the vicinity of deep convection has a higher equivalent potential energy than average. In the first stage,
before the downdraft develops and reaches the subcloud layer, the area below the convection is cooled and
moistened by the evaporation of rainfall. The downdraft then injects cold and dry air into the boundary layer,
and the spreading cold pool is consequentially moister than average just inside the gust front but drier in the
central regions. Finally, mass conservation requires that air from above the boundary layer be entrained into
the wake of the expiring downdraft—thus causing the central regions of the cold pool to recover very quickly
in temperature—but increases further the moisture perturbation. These features are confirmed by a number of
observational studies.

The key to the triggering of new deep convective cells lies with the band of high equivalent potential
temperature, but negatively buoyant air, situated inside the boundary of the spreading cold pools. It is this air
that forms the new convective cells. The radius at which this occurs is determined by the time taken for surface
fluxes to remove the negative temperature perturbation, thereby reducing convective inhibition energy. In sum-
mary, the primary mechanism by which cold pools organize tropical deep convection in low wind shear conditions
is principally thermodynamical, and not dynamical as previously assumed.

1. Introduction

Observations in the Tropics have shown that con-
vection can exist as isolated thunderstorms distributed
in an apparently random or clustered fashion, or can be
linearly or nonlinearly organized into larger systems
such as squall lines or mesoscale convective systems
(MCSs) (e.g., Houze and Betts 1981; Mapes and Houze
1992; Rickenbach and Rutledge 1998). Since the tem-
poral and spatial organization of convection has a dra-
matic effect on the convective transports of heat, mois-
ture, and momentum, it is crucial to understand the fac-
tors that determine this. Recognition of this has led to
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the first attempts to start including the organization of
convection into parameterization schemes in general cir-
culation models (Moncrieff and Klinker 1997).

The general spatial distribution of convection can be
associated with sea surface temperature (SST) gradients
(Graham and Barnett 1987; Lau et al. 1997; Bony et al.
1997), and it is well known that factors such as vertical
wind shear can act to organize convection into larger
mesoscale systems (e.g., Rotunno et al. 1988; LeMone
et al. 1998), and that the intrusion of dry air can strongly
modulate convective activity (e.g., Yoneyama and Fu-
jitani 1995; Mapes and Zuidema 1996; Brown and
Zhang 1997; Yoneyama and Parsons 1999). In addition
to these well-known organizing mechanisms, there are
other feedback processes that could organize convection
and that are less well understood. For example, localized
convective moistening of the atmosphere (Nicholls and
LeMone 1980; Randall and Huffman 1980), or convec-
tive initiation due to convectively generated cold pools
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(Thorpe et al. 1982), or gravity waves (Mapes 1993)
could each be involved in the organization of convection
on a variety of spatial scales. Observations appear to
show that clouds associated with shallow convection can
be clustered, randomly or regularly distributed, de-
pending on the spatial scale analyzed (e.g., Sengupta et
al. 1990; Zhu et al. 1992; Weger et al. 1993; Nair et al.
1998), but it is difficult to ascertain from observations
what the causes are for any organization existing, and
on what temporal and spatial scales they operate.

Cloud-resolving models (CRMs), explicitly repre-
senting cloud-scale dynamics, offer a useful tool to in-
vestigate the spontaneous organization of convection
since controlled experiments can be conducted in which
external organizing factors such as wind shear and large-
scale flow can be prescribed. Unfortunately, in the past,
computing resources have restricted CRM experiments
to either small three-dimensional domains that were too
limited in extent to reveal any mesoscale organization
of convection, or to two-dimensional simulations that
place artificial constraints on the generated circulations
(Tompkins 2000).

Recently, however, some attempts at larger-domain
long-term cloud simulation have been accomplished.
For example, Grabowski et al. (1998) made weeklong
3D simulations of convection in the Global Atmospheric
Research Programme (GARP) Atlantic Tropical Exper-
iment (GATE), where organization was strongly con-
strained by the imposed large-scale forcing. Tompkins
and Craig (1998) conducted long-term simulations with-
out large-scale forcing, and found that the interaction
between radiation and convection acted strongly to or-
ganize the convection into bands. However, the domain
used was quite restricted at only 100 by 100 km2. Tomp-
kins (2001) operated a 3D CRM over a time period of
20 days, using a compromise domain configuration that
was over 1000 km in one lateral direction to allow me-
soscale organization to occur, but having a third spatial
dimension of 64 km so that the circulation was not
artificially constrained. They found that spontaneous or-
ganization of convection did indeed occur after 4 or 5
days of simulation, taking the form of distinct cloud
clusters of approximately 200 km in dimension, sepa-
rated by clear-sky regions of order 100 km in scale free
of deep and often shallow convection. The clusters prop-
agated slowly through the domain, while small convec-
tive systems propagated through the clusters themselves.
The mesoscale clustering of convection was shown to
be the result of a positive feedback between the water
vapor field and deep convective activity.

Additionally, Tompkins (2001) observed that, within
the convective clusters themselves, new convective
events often seemed to be initiated on the boundaries
of cold pool outflow from previous cumulus towers.
Downdrafts have long been recognized as an important
component of convective systems in terms of their ther-
modynamic effects (e.g., Zipser 1977), and Simpson
(1980) suggested that they could play a role in the ini-

tiation of new convective events. This role was subse-
quently observed in both modeling studies and obser-
vations (e.g., Wilhelmson and Chen 1982; Peterson
1984). Despite the fact that this triggering role was rec-
ognized as central in the propagation of squall lines
(Moncrieff 1981; Thorpe et al. 1982), the importance
of convective cold pool triggering of new convective
cells has been relatively ignored until recent attempts
to include it in a simple tropical model (Mapes 2000).
The triggering role of cold pools has been largely at-
tributed to their dynamical action of lifting the envi-
ronmental boundary layer at the cold pool front through
its negatively buoyant convective inhibition (CIN) layer,
allowing free convection to commence (Emanuel 1994).
Indeed, this role has been observed in a number of nu-
merical studies of cold pool outflow (e.g., Xue et al.
1997; Fovell and Tan 1998; Lin et al. 1998).

In the simulations of Tompkins (2001) it was noted
that the cold pools did not trigger convection soon after
their formation, when the outflow velocities and cold
pool depth (and therefore the dynamical lifting) would
be at a maximum. Rather, the cold pools would spread
out to radii of up to 30 km, although more typically 8
to 15 km, over a period of a few hours, before new
convection was triggered at their boundaries. At this
distance, the signature of the cold pool in terms of the
vertically lifted air at the gust front boundary was almost
imperceptible. In fact, ‘‘gust front’’ is no longer a suit-
able term for the cold pool boundary since propagation
velocities were also practically zero by this point. In-
stead, the cold pool signature consisted of a small tem-
perature depression that was still apparent, and also by
the fingerprint in the water vapor field. This was, in fact,
the most remarkable feature, since, although the inner
region of the cold pool was dryer than the boundary
layer mean as expected, the outer regions of the cold
pool were actually found to be moister than average.
This meant that, in despite of the small temperature
depression that continued to exist at the convective wake
boundary, the equivalent potential temperature (ue), and
thus the associated value of convective available po-
tential energy (CAPE), was greater inside the cold pool
boundaries than anywhere else in the model domain.
This raised the possibility that while squall lines prop-
agate through the dynamical action of convective wakes,
the equally prevalent scattered ‘‘popcorn’’ deep con-
vection in the Tropics could propagate through their
thermodynamical role.

The aim of this paper is to investigate this hypothesis
further. For example, the origin of the high water vapor
amounts on the edges of the downdrafts is not clear.
Downdrafts are known to significantly enhance surface
fluxes (Johnson and Nicholls 1983; Addis et al. 1984;
Young et al. 1995; Jabouille et al. 1996) due to the dry,
cold perturbation within the downdrafts, and also be-
cause of the enhanced wind speeds. Therefore it is pos-
sible that wind-enhanced fluxes cause the wake water
vapor to recover more quickly than temperature, pro-
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ducing positive perturbations and associated high CAPE
within the gust front of older established wakes. While
this was exactly the behavior produced in the wake mod-
el of Qian et al. (1998), observations often show limited
water vapor recovery (Houze and Betts 1981; Young et
al. 1995).

The approach is to use a CRM to study cold pool
development, with particular regard paid to interaction
with the water vapor field evolution. There have been
numerous previous numerical investigations of cold
pools, which have revealed much about the way cold
pools propagate and evolve in various environment con-
ditions such as stratification or wind shear (e.g., Droe-
gemeier and Wilhelmson 1987; Liu and Moncrieff 1996;
Xu et al. 1996; Xue et al. 1997; Moncrieff and Liu 1999;
Liu and Moncrieff 2000). However, in order to be able
to carefully control the environmental conditions, these
previous investigations often used the approach of
studying single density current cases, which were arti-
ficially initialized, for example by imposing a time-in-
variant cold source. It is not clear how well the ther-
modynamic structure of the resulting cold pools resem-
bles those of real systems, particularly with regard to
the role of the water vapor field. Therefore we adopt
the approach of simulating a field of deep convective
clouds in a state of radiative–convective equilibrium and
then conditionally sample the resulting cold pools to
gain composite statistics such as those derived from
observational studies. Using this approach the ther-
modynamical structure of the cold pools will be as re-
alistic as possible, bearing in mind the limitation of our
knowledge concerning certain processes represented in
the model, such as cloud microphysics for example.

Section 2 outlines the numerical simulations con-
ducted and section 3 then examines the evolution of
individual examples of cold pools in some detail. The
following section examines the cold pool composite sta-
tistics to gain a more generalized understanding of the
cold pool evolution. Finally, a comparison with previous
observational studies is carried out and it is shown that
they can be better understood in light of the results of
the numerical experiments conducted.

2. Numerical model

a. Model description and experimental setup

A detailed description of the CRM used for the nu-
merical experiments is contained in Tompkins and Craig
(1998) and references therein, with modifications de-
scribed in Tompkins (2001). The basic cloud model is
anelastic with an advanced total variation diminishing
scheme for advection of all prognostic quantities (Leon-
ard 1991). The microphysical scheme integrates prog-
nostic equations for rain, snow, cloud water, cloud ice,
and graupel amounts, and also the ice crystal concen-
tration number (Brown and Swann 1997). The surface
fluxes are provided using similarity theory based on Eqs.

(3.23), (3.24), (3.29), and (3.33) of Garratt (1992), with
constants given in Tompkins and Craig (1998). Implicit
in this approach is the assumption that similarity func-
tions for temperature and water vapor are identical, and
that the bottom model level at 50 m is situated within
the surface layer. The advantage of this implementation
is that it renders realistic fluxes in zero wind conditions
and therefore obviates the requirement to impose an
artificial minimum surface wind speed often necessary
if a bulk aerodynamic formula is used. The formulation
produces a similar wind sensitivity of surface fluxes to
observations by Jabouille et al. (1996). The surface was
assumed to be ocean with a fixed horizontally homo-
geneous temperature of 300 K.

Regarding the setup of the model domain, Tompkins
(2000) demonstrated that two-dimensional simulations
artificially impose a large-scale organization on con-
vection and therefore a 3D domain was used. Since the
horizontal scales of the spreading cold pools are on the
order of 10 km it is likely that they are poorly resolved
by the 2-km resolution used in Tompkins (2001). As the
focus of this study is on the cold pools themselves, and
not the large-scale organization they lead to, a smaller
domain was chosen of 89.6 km on each side, but with
a high horizontal resolution of 350 m in an attempt to
better resolve the cold pools. The extent of the domain
size is still adequate to contain many concurrent deep
convection events with the radiative forcing rate used
of 2 K day21.

The experiment lasted for a period of 24 h. However,
for this relatively short integration length, it is essential
that the initial conditions are not an artificial resting
state, but already contain a field of realistic deep con-
vective clouds, preferably with the model fields near
their ‘‘natural’’ radiative convection equilibrium state.
Therefore, the model was operated at a lower horizontal
resolution of 1.4 km for a period of 10 days. This is
sufficient to allow the model to settle into a quasi-steady
state in which the long-term tendencies of the model
fields are limited. At this point the model fields were
converted to the high-resolution grid of 350 m, and the
model was integrated for a further 6 h to allow any
minor spurious wave activity caused by the grid con-
version process to dissipate. The model state at the end
of this period was used as the initial conditions for the
24-h experiment from which statistics are shown in this
paper. Note that the full equilibrium state for the model
using 350 m is unlikely to be same as that for the coarser
2-km resolution (i.e., the model has probably not con-
verged with increasing resolution at 2 km, or indeed
even at 350 m). However, it is presumed that the dif-
ferences in background mean model states will not dras-
tically alter the first-order behavior and characteristics
of the convection and cold pools simulated. All other
setup details, such as the forcing profile and vertical
grid, were identical to Tompkins (2001).
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FIG. 1. Snapshot of total cloud condensate (ice 1 liquid) taken 30 min into the simulation. The surface indicates a cloud mass mixing
ratio of 5 3 1026 kg kg21.

FIG. 2. Slices of the vertical velocity taken at heights of 100 m,
363 m, 2.6 km, and 11 km. In order to show the fine detail the color
scale is cut off at a maximum and minimum velocity of 1 and 21
m s21, respectively, but velocities far in excess of this exist in the
convective cores.

b. Convection in initial state

In order to show the realism of the simulated clouds
and the nature of the organization that exists in these
experiments, this section introduces various model fields
taken 30 min into the simulation. This time period was
chosen simply because of a greater abundance of newly
formed cold pools present, but otherwise the model state
remains quantitatively similar throughout the simulation
period.

The three-dimensional cloud field boundary (Fig. 1)
reveals an abundance of cloud present in the domain.
The tall cylinder-like cloud forms on the left side of the
figure represent the cloud in convectively active vertical
updraft cores. Although the exact number of cores is
not clear from this picture, it is obvious that the domain
is large enough to contain many active convective
events of various sizes concurrently. Also clear are the
many detached anvil clouds that remain from previous
convective events. On the right-hand side of the dia-
gram, many examples of shallow cloud are visible,
which are mostly examples of arcus-type cloud resulting
from the forced ascent at the edges of spreading cold
pools.

To gain a clearer picture of how the convection is
actually organized within the domain, Fig. 2 shows the
vertical velocity taken at four horizontal slices within
the domain. Focusing first on the bottom left panel taken
at a height of 100 m (the lowest model level for velocity
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since the model uses an Arakawa C grid) it is possible
to identify the cold pool areas by the ring of uplifted
air at the convergence zone on their outer edges. The
upward velocities are quite large on the edges of the
smaller new cold pool, reaching as much as 0.8 m s21.
This is almost twice as large as those commonly seen
in the simulations of Tompkins (2001), probably due to
the finer horizontal resolution used here (350 m com-
pared to 2 km). Another consequence of the higher res-
olution is that the cold pools are visible in the velocity
field at much larger radii. In coarse-resolution simula-
tions the uplifting of air was not discernible once the
cold pool attained a radius exceeding approximately 15
km, but with the higher horizontal resolution it is pos-
sible to resolve a very fine band of uplifted air even at
these radii. The vertical velocities, however, are very
weak once the cold pool reaches this size, usually not
exceeding 0.05 m s21 in magnitude. The panel for the
height of 363 m, higher in the boundary layer (bottom
right), shows similar features to the 100-m level, but
the vertical velocities are seen to be larger at this height,
and the width of the convergence zones is also margin-
ally greater.

Examining vertical velocity at 2.6 km (Fig. 2, upper
left), above the height at which the many shallow con-
vective clouds terminate, reveals the presence of many
convective cores that reach at least midlevels. The ve-
locity is shown with a scale ranging from 21 to 11 m
s21 in order to reveal the distinct circular patterns of
gravity waves propagating outward from the convective
sources. Therefore, the convective cores, with velocities
exceeding 1 m s21, a commonly used criterion for iden-
tifying convective up- and downdrafts (e.g., LeMone
and Zipser 1980; Jorgensen and LeMone 1989; Lucas
et al. 1994), appear as bright white patches. Vertical
velocities within deep convective cores generally obtain
maximum magnitudes between 10 and 20 m s21 in the
upper troposphere. At 2.6 km at this particular instant
in time, 10 convective cores of substantial size are vis-
ible. At the horizontal resolution used, the cores are
reasonably well resolved, consisting of at least 20 grid
points. The convection appears to be quite clustered,
with the majority of convection occurring in the upper
left quadrant of the domain. Examining the cores close-
ly, the structure is visible as a fairly circular updraft
core surrounded by a ring of downdraft air. However,
the structure is sometimes more complex. For example,
in the domain at this particular time, there is one large
convective event, still actively growing, clearly visible
as a large core centered at (x, y) 5 (30, 30 km) on the
slice taken at 2.6 km. Higher in the atmosphere this core
is one unique circular updraft, but at this height the
convective downdraft has split the updraft into two dis-
tinct components.

On the last panel of Fig. 2, showing vertical velocity
at a height of 11 km, it is seen that two convective cores
reach the upper troposphere at this point in time, both

with approximate horizontal dimensions of about 3 km
in diameter (containing over 50 horizontal grid points).

3. Cold pool characteristics

To focus more on the boundary layer of the initial
state, Fig. 3 shows the potential temperature perturba-
tion about the horizontal mean (u9), the water vapor
mass mixing ratio, and surface wind speed for the lowest
model level at 50 m, along with the associated surface
heat and moisture fluxes. The natural logarithm is used
for the surface wind speed and the surface fluxes to
prevent the general distribution from being swamped by
isolated extreme events. Only a brief examination of the
general cold pool characteristics is given here since a
more detailed analysis of cold pool statistics will be
given in the following sections.

Examining first the temperature field, the convec-
tively generated cold pool is clearly visible as dark cir-
cular patches, which are lighter for larger, older cold
pools due to the cold pool recovery. The drop in u in
the small new cold pools is typically around 1 K, but
reaches as much as 1.3 K at this particular time. The
temperature appears to be fairly uniform across even
the larger cold pools. The water vapor in the boundary
layer also shows the cold pools very clearly. In most
cold pools, the depression in boundary layer moisture
appears limited, as in observations, although one or two
of the larger cold pools show mixing ratio depressions
as high as 5 g kg21. What is remarkable, though, is the
clear band of very moist air on the boundaries of the
spreading cold pool.

The sensible heat flux reveals large enhancements
within the cold pools and is almost perfectly negatively
correlated with the boundary layer temperature. One
should note that the only way for surface fluxes to alter
in this model is through evolving boundary layer char-
acteristics and increased surface wind speeds since the
SST is fixed. The domain mean sensible heat flux is 12
W m22, although outside the cold pool areas the back-
ground flux ranges from a minimum of about 3.3 W
m22, but is typically around 7 W m22. Enhancements
within cold pools produce a domain maximum of 65 W
m22, although only a few grid points exceed 30 W m22.
The latent heat fluxes shows a smaller cold pool sig-
nature, and the larger older cold pools barely have an
impact on surface latent heat fluxes. That said, in newly
formed cold pools, the enhancements of the background
flux, which ranges from 100 to 150 W m22 (the domain
mean is 165 W m22), produce peak values as high as
600 W m22. The last panel (Fig. 3e) shows the log of
the surface wind speed, indicating maximum surface
outflow velocities of about 7 m s21.

Cold pool evolution

From a single picture it is difficult to appreciate how
cold pools trigger new convective activity and how the
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convection propagates as a result. Thus Fig. 4 shows
the evolution of boundary layer u9, where each picture
is separated by 1.5 h, and the first picture corresponds
to Fig. 3 above. To aid the discussion a number of the
cold pools have been labeled in each panel. In the first
panel for example, three events at B, C, and D have
been clearly triggered by the preexisting cold pool orig-
inating from convection situated somewhere near A,
whose core has dissipated by this point in time, although
the anvil cloud is still in existence (not shown). Other
clear cases of convective triggering are the cloud F on
the edge of the cold pool of E, and H, which resulted
from G. Three other cold pools at I, J, and K appear to
be isolated, but since they are already of significant
horizontal magnitude, it is likely that their ‘‘parent’’ cold
pools have already recovered by this stage, an idea that
is confirmed by the examination of earlier model fields
(not shown). This did not seem to be true for H, whose
parent G is still apparent. The reason for this is that
cold pool H was associated with two vigorous convec-
tive events, and is likely to have grown much more
rapidly than I, J, and K.

One and a half hours later, the boundary layer has
considerably evolved. The cold pool at A, for example,
has recovered and is no longer discernible, and most of
the other cold pools have grown substantially. One con-
vective event at L has erupted at a position that was not
obviously on a boundary of a cold pool, possibly in-
dicating that cold pool activity is not exclusively nec-
essary to initiate convection. That said, careful exam-
ination of Fig. 3b reveals that this point is at the inter-
section of several lines of high moisture, which are prob-
ably remnants of old cold pool events. Two more events,
M and N, have also erupted near L, and in fact are seen
to occur on the convergence lines where the cold pool
of L meets the outflow of events C and D, respectively.
The radius of C, D, and L when this event occurs is
thus smaller than average (C has a radius of about 8 km
for example). This is to be expected, since the dynamical
uplifting of air will be greater at the convergence point
between two cold pools. The positioning of the new
convection reveals that thermodynamical cold pool re-
covery probably still plays a role, however. Cold pool
N does not occur on the straight line intersecting D and
L, which would indicate that convection was triggered
as soon as the wakes met, but instead occurs to one side.
Thus it seems that when the wakes of D and L first
collided, the higher dynamical forcing at the smaller
radius was unable to initiate convection. This is likely
to be due to the thermodynamic recovery of the wake
air being inadequate. New convection could also pos-
sibly be suppressed by localized atmospheric warming
from nearby events, although examination of the tem-
perature field proved this to be unlikely. The same is
true for M, which is offset from the line intersecting C
and L. At the opposite end of the domain, the vigor-
ousness of H has been proved by the large size its con-
vective wake has reached, with an average diameter

exceeding 30 km. Meanwhile wakes G and K have ini-
tiated O at their boundary, and K and A have initiated
P at a radius of over 25 km for A.

This emerging pattern of convection almost exclu-
sively triggered by cold pool outflow, often at the in-
tersection between two wakes, is repeated in the third
and fourth panels, taken 3 and 4.5 h after the initial
picture. For example, the wake from H causes S at its
intersection with F; K and E trigger event Q; and R
erupts between B and the now almost invisible pool of
E. Further examples can be seen in the fourth panel, in
which the cold pools of M, N, and L are seen to merge
into a large wake, and T is triggered by the almost
invisible F and H.

To take a closer look at the triggering of convection,
it is useful to be able to demark the cold pool boundaries,
a task that is also necessary for the compositing pro-
cedure. Since cold pools are essentially density currents,
buoyancy (b) is the obvious candidate to use for their
identification, which is defined in the standard fashion:

g(u 2 u )r r
b 5 . (1)

ur

Here g is acceleration due to gravity, the overbar
represents the horizontal domain mean, and ur is the
density potential temperature, following the nomencla-
ture of Emanuel (1994), and is defined as

u 5 u(1 1 0.608q 2 q 2 q ),r y cl r (2)

where qy, qcl, and qr represent the mass mixing ratios
of vapor, cloud condensate, and rain precipitation, re-
spectively. A comparison of the buoyancy and temper-
ature structure of a typical cold pool is conducted in
Fig. 5. A vertical slice is taken through two cold pools
at different stages of development, passing directly
through the center of a newly formed cold pool on the
right. Comparing the two fields, it is seen that buoyancy
and temperature are similar in structure. Due to the sharp
temperature and buoyancy gradient at the cold pool gust
fronts, the cold pool lateral dimensions measured at the
surface are insensitive to the threshold used. The main
differences occur higher in the atmosphere. In particular,
the subsaturated downdraft is slightly warmer than the
surrounding air, whereas the water-loading effect im-
plies that a negative density temperature perturbation
exists as expected. Moreover, the cold pool raised head
at the gust front is not always as clearly defined in terms
of the temperature as in terms of buoyancy. Many pre-
vious numerical investigations have studied individual
cold pools initialized artificially, by introducing sub-
stantial cold air sources in the boundary layer for ex-
ample. The large temperature perturbations used, often
exceeding 5 K, may be typical of large-scale convective
systems, but are probably not appropriate for smaller-
scale isolated convective events, which are equally prev-
alent in the Tropics. Perhaps more important, the cold
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FIG. 3. Slices of (a) potential temperature perturbation about the layer mean, u9, (b) water vapor mixing ratio, (c) log of the surface
sensible heat flux, (d) log of the surface latent heat flux.
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FIG. 3. (Continued ) (e) log of the surface velocity, all taken 30
min into the simulation.

pools are often viewed entirely as temperature anoma-
lies, since it is extremely difficult to initialize correctly
the water vapor and precipitation fields in the artificial
cold pool, and as shown later, the role of the water vapor
field is central to the organization of deep convection
over the oceans. It is apparent that the characteristics
of cold pools can differ considerably when they origi-
nate from ‘‘realistically’’ simulated deep convective
events. The buoyancy threshold to be used for the iden-
tification of the cold pool air is chosen to maximize the
cold pool spatial extent. From Fig. 5 it appears that
20.005 m2 s21 is a reasonable choice, confirmed by the
analysis of a large number of other cold pools (not
shown).

Figure 6 shows a series of vertical slices separated
by 7.5 min through the same two arbitrary convective
events. The shading represents the potential tempera-
ture. The thick line marks the b 5 20.005 m2 s21 con-
tour, demarcating the location of cold pool air. Also
shown are the water vapor, cloud areas, and regions of
precipitation. In the bottom panel, 525 min into the
experiment, two cold pools are apparent, one fairly re-
cently generated cold pool centered at 12 km, and a
much older cold pool found between 22 and 30 km
approximately, which can be associated with an earlier
convective event (not shown). The older cold pool on
the right has almost recovered and has minimal tem-
perature anomalies, and indeed the air close to the sur-
face is already excluded from the cold pool mass. In
observations it is unlikely that this air would be distin-

guishable from the surrounding air as previously be-
longing to a cold pool system. On the edges of this cold
pool, the contours reveal two peaks where the water
vapor mixing ratio exceeds 17 g kg21. Above the left-
hand edge of the cold pool, at x 5 23 km, tiny positive
vertical velocities are apparent, with speed less than 0.1
m s21. Cloud is present just slightly to the left of the
cloud pool, the remnants of the ring of arcus-type cloud.
At this point in time no convective cell is present, ev-
idenced by the limited vertical velocities. However 7.5
min later these velocities begin to strengthen as an em-
bryonic convective cell begins to develop, until 15 min
later, at 547.5 min, a stronger updraft has been estab-
lished. At this point in time a negative buoyancy per-
turbation is apparent, but no strong downdraft is in ev-
idence. Over the next 7.5 min the increasing negative
buoyancy perturbation is accompanied by a small in-
crease in water vapor, marked by the greater extent of
the 17 g kg21 mixing ratio line. Examination of the
complete 3D water vapor field shows that this increase
is not due to advection perpendicular to the plane
viewed, and is not accountable for by surface fluxes,
and therefore must be partly due to the wet-bulb process
of rain evaporation. The second cold pool mean at x 5
12 km shows the raised head feature seen in previous
studies, with the cold pool spreading more quickly in
the easterly direction, presumably due to the nearby
convective updraft.

At 562.5 min, the velocity pattern reveals the devel-
opment of the convective downdraft, which is seen to
push the moist, negatively buoyant air to the sides, and
inject dry and cold air into the boundary layer. The moist
air at the edges of the cold pools is undercut by the
drier cold air, often creating a localized vapor maximum,
such as the cutoff visible between the heights of 150
and 300 m at x 5 17 km, 555 min into the simulation.
However, the dynamics of the flow around the cold pool
head remix this moisture back into the gust front region,
maintaining the low-level peak in water vapor widely
observed in Fig. 3b. The cold pool has thus at this early
stage already adopted the structures seen in the hori-
zontal slices, where the negative moisture perturbation
is more limited in horizontal extent than the accom-
panying cold air perturbation. At 570 min the two cold
pools are seen to collide. During the following 15 min,
the flattening of the buoyancy perturbation above the
cold pool at x 5 12 km and the reduction of the vertical
velocities together indicate that the downdraft has ex-
pired. The extent of the region experiencing precipita-
tion is also substantially reduced by this time. However,
it is interesting to note that the limited downward motion
that still exists injects much drier air into the boundary
layer in the wake of the downdraft, with mixing ratio
values lower than 13 g kg21 observed.

4. Cold pool statistics
a. Analysis procedure

Unlike observation data, where data collection is of-
ten restricted to one or two isolated measurement points
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FIG. 4. Snapshots of boundary layer potential temperature perturbation (K), taken 0.5, 2.0, 3.5, and 5 h into the simulation.
The plot titles indicate the time elapsed relative to the upper-left panel. See text for details of the cold pool labels.

(e.g., ship collection, tethered balloon), the cloud model
can provide a greater depth of information, and therefore
more possibilities for collecting the cold pool statistics.
For example, it is possible to examine a line through
the cold pool at a given height at various times in the
cold pool evolution, imitating the data that would be
provided by an aircraft making repeated passes (at in-
finite speed) through the cold pool. As an example, Fig.

7 shows the development of the cold pool marked ‘‘B’’
in Fig. 4 in terms of the water vapor, u9, horizontal and
vertical velocities, surface rainfall, and surface fluxes,
in addition to the derived quantities of moist static en-
ergy (h) and buoyancy. All data except the surface quan-
tities and vertical velocity are shown for the bottom
model level at 50 m; the vertical velocity is for an al-
titude of 100 m. The slices are taken in an east–west
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FIG. 5. Vertical slice taken through two arbitrary cold pools at 555
min into the simulation. The shading of the upper panel shows u9
using a contour value of 20.2 K, and shows the lower panel buoyancy
b, as described in the text, with contours marking buoyancies of
20.01, 20.005 (thick line), and 20.002 m2 s21. The diagonal lines
indicate areas where the rain mass mixing ratio exceeds 0.1 g kg21,
and the arrows represent the flow field.

direction and show the prewake conditions and the de-
velopment after 30, 60, and 90 min respectively. The
graphs for 30 min (dotted lines), which correspond to
the time at which Fig. 3 is taken, show clearly the signal
of the new downdraft. The vertical velocity, for ex-
ample, peaks at about 21.4 m s21 and surface velocities
are enhanced over a distance exceeding 3 km with a
maximum of 4 m s21. Rainfall is strong at this time,
exceeding 100 mm h21. It is interesting to note that
although the potential temperature has been clearly de-
pressed by more than 1 K, the water vapor shows no
signs of any decrease and has, in fact, actually increased
in value, as seen in the previous section. The increased
surface wind speed causes an enhancement of both the
sensible and latent surface heat fluxes, with a much
larger percentage increase in sensible heat flux, as pre-
viously noted in the observational studies, due to the
addition increase in the air–sea surface temperature dif-
ference.

Half an hour later (dashed lines) the u graph shows
that the wake has spread to a diameter of almost 10 km,
with the negative perturbation reaching 21.4 K. The
horizontal velocity actually shows the highest velocities
near the edges of the cold pool, with values exceeding
5 m s21, and in association with this the vertical velocity
shows considerable uplift at the cold pool edges, with
an upward velocity of more than 0.5 m s21 on the west-

ern edge. By this time, the water vapor now also shows
a significant depression, dropping by around 2 g kg21.
The depression is seen to be more restricted in horizontal
scope than that of u and toward the edges of the wake
the vapor appears to in fact be slightly greater than the
surrounding environment. The dot–dashed lines on these
figures, showing the wake state after 90 min, indicate
that the convective downdraft that initiated the wake
has expired, as one would expect. The potential tem-
perature in the center of the wake has recovered rapidly
to the prewake conditions, whereas the water vapor here
has fallen even lower to a very dry 11 g kg21. This
indicates that the central temperature recovery is not
due to surface fluxes, but is instead due to environmental
air from above the boundary layer being drawn down
in the wake of the dying downdraft. The moisture per-
turbation is sufficient to maintain a significant negative
buoyancy perturbation throughout the central region of
the wake. The rainfall rate associated with this system
has fallen to around 5 mm h21 associated with the anvil
cloud, which, due to the lack of mean background ver-
tical wind shear, is restricted in horizontal extent to
around 6 km in diameter. The surface velocity away
from the center of the cold pool is largely above 3 m
s21 and thus both the sensible and latent surface heat
fluxes remain enhanced.

Examining slices through cold pools has the advan-
tage that the exact values for the cold pool quantities
are seen, but it is sometimes more difficult to see general
characteristics. Since there is no background mean wind
in this experiment, the cold pools are not advected sig-
nificantly horizontally, and grow almost perfectly cir-
cular in form. Thus it is also possible to examine the
cold pool statistics by binning the cold pool data by its
radius from the cold pool center. This has the advantage
that the averaging will more clearly show general char-
acteristics of the cold pool, but also has the disadvantage
that the statistics can become contaminated by other
newly developing cold pools, and that the cold pool
features can become smeared out by the averaging pro-
cess, especially if the cold pool is not exactly circular
in shape.

As an example of this, the first three times of Fig. 7
are repeated in Fig. 8 as radially calculated statistics.
The general characteristics are seen to be the same in
both plots, but the radially calculated values show much
more clearly the peak in water vapor content inside the
wake’s gust front, and the statistics are seen to be
smoother. However, the averaging process reduces the
peak values of the statistics and also makes the transition
between the wake and the environmental air much less
sharp and well defined.

A third possible way of collecting cold pool statistics
would be to define a criterion for a grid point to be
considered as cold pool air, a certain minimum negative
buoyancy for example, and then starting from the man-
ually defined cold pool center, collect statistics from all
connecting points that fulfill this cold pool criterion.
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FIG. 6. Vertical slices separated by 7.5 min taken through two arbitrary cold pools. The shading represents
u, with the thick contour marking the b 5 20.005 m2 s21 line to indicate cold pool air. The contours
represent water vapor mixing ratios of 13, 14, 15, 16, and 17 g kg21. The arrows represent the flow field,
with the maximum arrow length representing a velocity of 7 m s21. Also marked are the regions of
precipitation (as for Fig. 5), and the blacked out squares indicate regions where the cloud amount also
exceeds 0.1 g kg21.

This would have the advantage that a noncircular cold
pool would not smear the statistics, and that a mean cold
pool radius could be more accurately defined. However,
attempts to use this method showed that it was difficult
to avoid the statistics becoming severely contaminated

by adjacent cold pools, and so this method was not used
in this paper.

For the compositing procedure a total of 67 cold pools
were manually selected whose birth and complete re-
covery occurred during the 24-h period. Both the line
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FIG. 7. Cross sections at various times through cold pool B in Fig. 4 for the water vapor
mass mixing ratio (g kg21), potential temperature (K), horizontal velocity (m s21), moist
static energy (KJ kg21), buoyancy (m s22), vertical velocity (m s21), latent heat flux (W
m22), sensible heat flux (W m22), and rain rate (mm h21). The solid, dotted, dashed, and
dot–dash lines show the cross section at 0, 30, 60, and 90 min into the simulation. The
solid line thus shows the ‘‘prestorm’’ state, and the dotted line corresponds to the first
panel in Fig. 4.

FIG. 8. As for Fig. 4, but calculating the statistics radially (see text for details), and only
showing the statistics for 0 (solid), 30 (dotted), and 60 (dashed) min into the simulation
for clarity.
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TABLE 1. Cold pool statistics using 1D compositing method.

Mean, min
Du
(K)

Mean, min
Dq

(g kg21)

Mean, max
latent flux
(W m22)

Mean, max
sensible flux

(W m22)

Mean, max
horizontal wind

(m s21)

Wake mean
Wake center
Wake gust
Wake min, max

20.55, 21.0
20.70, 21.3
20.56, 20.80

20.93, 21.7 (min)

20.65, 21.5
21.3, 22.6

10.25, 20.21
22.2, 23.9 (min)

320, 470
340, 540
310, 400

430, 670 (max)

31, 51
33, 60
33, 17

44, 76 (max)

2.6, 4.8
2.5, 5.1
3.1, 4.5

3.9, 6.8 (max)

and radial compositing methods outlined above were
used, referred to later as the ‘‘1D’’ and ‘‘2D’’ compos-
iting methods, respectively. For each cold pool the cen-
ter point was calculated for the first time at which the
cold pool is apparent, which was assumed to remain
fixed with time, since no background wind is present
in this experiment. For the 1D slice compositing method
a direction was also selected for each cold pool from
four choices of east–west, north–south, and the two di-
agonal directions. The direction chosen attempted to
avoid other cold pools developing in close proximity at
later times, in an attempt to minimize the corruption of
the cold pool statistics. The slices are always taken
through this central point.

The actual compositing method follows that of Young
et al. (1995) closely. The model fields were analyzed
every 7.5 min; the data for each cold pool are allocated
to a number of bins using linear interpolation; and the
time allocated to the bins in the final composites is
calculated from the average duration of all the cold pools
examined. Young et al. (1995) rejected cold pools last-
ing less than 6 h, but the cold pools associated with the
isolated collective events here have much shorter life
spans. Instead, we choose to filter out the smaller cold
pools associated with midlevel or smaller convective
events by rejecting all cold pools that do not attain a
radius exceeding 5 km. This left a total of 61 analyzed
cold pools with both compositing methods.

The cold pools are defined to ‘‘exist’’ if the buoyancy
of all the points lying within a certain radius of the
center point is less than the threshold buoyancy of
20.005 m2 s21. In 1D, a radius of 1.5 3 dx 5 525 m
was used (three grid points examined), and in 2D the
radius was set to dx 5 495 m (five grid points ex-Ï2
amined). The general evolution of the cold pool prop-
erties was found to be insensitive to the threshold cho-
sen. Using b , 20.005 m2 s21 resulted in a wake life-
time of about 2.5 h, which compares well with the 3.5-
h recovery time in observations of 9 submesoscale
convective system nonlinear events by Saxen and Rut-
ledge (1998). Gaynor and Ropelewski (1979) reported
a total wake lifetime of 2.9 h for cold pools in GATE,
but this figure is increased by the inclusion of cold pools
associated with squall line systems that had wake life-
times exceeding 16 h. Thus the recovery time for iso-
lated convective events in low wind shear environments
is likely to lie even closer to the model result.

Young et al. (1995) defined two criteria for the ter-

mination of cold pools: the recovery of the boundary
layer temperature to the SST value, or a drop in the 5-
h running mean temperature indicating that other pro-
cesses are dominating the boundary layer budget. In
these simulations, such a reduction would be caused by
the emergence of a newer cold pool nearby the one
analyzed. However, since the cold pools here were
‘‘handpicked’’ in an attempt to limit this, the majority
of cold pools analyzed exhibited full boundary layer
recovery, especially with the 1D compositing technique.

b. Cold pool statistics

The statistics from each processed cold pool are
shown in Table 1, where the 1D compositing method
outlined above was used. The columns across the table
show the (temporal) mean and minimum or maximum
values of the u and water vapor perturbations, the latent
and sensible heat fluxes, and the horizontal velocity,
respectively. The rows indicate the spatial averaging
used, with the first row giving the mean value averaged
across the whole cold pool. The second and third rows
give the central and gust front values, where for the cold
pool ‘‘center’’ the spatial averaging is performed across
the central third of the cold pool. For the gust front
diagnostic, the outer third of the buoyancy defined wake
is averaged, thus following the wake front in a pseudo-
Lagrangian fashion. The statistics for the gust front are
restricted to the period between the initial cold pool
detection and the time at which the maximum radius is
achieved, since after this time, the recovery of the outer
edges of the cold pool corrupts the gust front statistics.
The final row indicates the minimum or maximum value
found anywhere within the cold pool at any particular
time.

The values in the table appear to agree reasonably
well with observational studies, providing one takes into
account the type of convective organization. For ex-
ample, the mean cold pool u depression peaks at a value
of 1.0 K, which seems small compared to the 4 K max-
imum observed by Johnson and Nicholls (1983) in a
GATE squall line, the 2 K noted by Geldmeier and
Barnes (1997) in the study of an MCS, and the 2 K
mean peak perturbation reported by Young et al. (1995)
of 42 wakes exceeding 6 h in lifespan during the Trop-
ical Ocean Global Atmosphere Coupled Ocean–Atmo-
sphere Response Experiment (TOGA COARE). How-
ever, this is to be expected since these large organized
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FIG. 9. Composite cold pool radius as a function of time. The solid
line shows the 1D composite value and the dashed line shows the
corresponding 2D calculation.

FIG. 10. Histogram of the maximum radius achieved by all 67 cold
pools.

convective systems have been shown to produce deeper
wake temperature depressions (Saxen and Rutledge
1998). The fact that the model statistics only includes
those cold pools clearly associated with a single con-
vective event is very likely to be the reason for the lower
value compared to other observations that included a
wider range of convective types, such as Gaynor and
Ropelewski (1979), 1.3 K; Barnes and Garstang (1982),
2 K (1.2 K mean depression); Addis et al. (1984), 1.9
K; and Saxen and Rutledge (1998), 2 K (for nonlinear
unorganized convection, named SM–NL). Wakes that
were contributed to by more than one convective event
were ignored in the model compositing, since the merg-
ing of two wakes, or the additional input from convec-
tion occurring within the wake area, would mean that
other processes could dominate the wake recovery pro-
cesses that we wish to analyze (Young et al. 1995).
However, it was exactly these cold pools that produced
the largest temperature and moisture perturbations. The
largest u depression observed at any time or position
within one of the composited cold pools was 1.7 K, but
some cold pools resulting from multiple convective
events had perturbations approaching 3 K. In compar-
ison, maximum depression of the spatial mean water
vapor at 1.5 g kg21 is more in line with observations,
which show a larger range of values, ranging from 0.1
g kg21 (Addis et al. 1984) to 3 g kg21 (Johnson and
Nicholls 1983) for example.

The cold pool spatial and temporal mean latent and
sensible heat surface fluxes attain values of 320 and 31
W m22, respectively. Given the mean values of 165 and
12 W m22, wakes enhance latent and sensible fluxes by
a factor of approximately 1.9 and 2.6, respectively. The
peak flux enhancement of the cold pool mean is sub-
stantially larger, with an amplification factor of 2.8 and
4.3 for the latent and sensible heat fluxes. These en-
hancement factors compare well to the observations of

Johnson and Nicholls (1983) (2 and 5), Young et al.
(1995) (1.5 and 2.0, and 3 and 4, respectively, for two
cruises), Jabouille et al. (1996) (2 and 3), and Saxen
and Rutledge (1998) (2 and 4 for SM–NL), especially
bearing in mind the differences in temperature drop and
convective organization remarked on above. This is
probably partially the result of a good representation of
the wind speed mean increase of 2.6 m s21, which ap-
pears in good agreement with Addis et al. (1984) (also
2.6 m s21), and Saxen and Rutledge (1998) (2 m s21

for SM–NL). Table 1 also reveals the substantial dif-
ference between the center and gust areas of the cold
pools, especially in the water vapor perturbation. In
stark contrast to the center of the wakes, the gust area
has a mean positive perturbation of 0.25 g kg21, mean-
ing that the cold pool air at the edges is always more
moist than the surrounding environmental air.

c. Cold pool composites

The first composite graph shows the radius as a func-
tion of time (Fig. 9), and shows similar results with the
two compositing methods. The radius of the cold pool
when detected has an average of around 2 km, on the
order of the downdraft core size. This grows almost
linearly to a maximum of around 8 to 9 km after 2 h,
after which the cold pool decays in size. This maximum
does not appear to be very large when compared to the
model snapshots. This is an artifact of the compositing
procedure, since the cold pools take different amounts
of time to reach the maximum radius, and thus the com-
positing procedure strongly smooths the profiles and
gives a maximum radius smaller than the mean of the
peak value of each individual wake profile (also noted
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FIG. 11. Composites of the mean cold pool water vapor perturbation from boundary layer
mean (g kg21), potential temperature perturbation (K), horizontal velocity (m s21), moist
static energy (kJ kg21), buoyancy (m s22), vertical velocity (m s21), latent heat flux (W
m22), sensible heat flux (W m22), and rain rate (mm h21) calculated for the 61 wakes
exceeding 5 km in radius. The solid lines show the composite value calculated using the
1D technique, the dashed lines the 2D radial compositing technique. See text for details.

by Saxen and Rutledge 1998). The distribution of the
maximum cold pool radius attained (analyzing all 67
cold pools) reveals (Fig. 10) that the majority of the
cold pools attain a maximum radius between 5 and 10
km, but that larger radii are not uncommon. The mean
radius obtained is 8.6 km. The largest radius attained
by any cold pool was approximately 18 km, but again,
cold pools resulting from multiple convective events
achieved radii as great as 30 km on occasions.

The composite data for the cold pool mean statistics
(Fig. 11) reveal predictable behavior for many of the
model fields, and also that the line and radial compos-
iting methods give very similar results. For the majority
of the fields, the cold pool statistics appear to peak
approximately 30 min after the cold pool is first de-
tected, followed by a recovery period of around 2 h.
The composite mean potential temperature attains a
minimum of around 0.8 K below the boundary layer
mean of 298.9 K. The mean surface velocity pertur-
bation peaks at around 4 m s21, and the surface latent
and sensible fluxes reach peak values of 400 and 45 W
m22, respectively. The variable that reveals the most
surprising behavior is the cold pool water vapor content.
As observed in the individual cold pool example ex-
amined earlier, the water vapor starts at a value close
to, but around 0.5 g kg21 moister than, the boundary
mean of 16.2 g kg21, and reaches its minimum value

at a later time than the other model variables at about
1.5 h after the cold pool is detected. After this point the
water vapor begins to recover a little, but drops off again
at the end of the cold pool life span. The tailing off
during the last 30 min of the composite cold pool is
due to the outer edges of the cold pool ‘‘recovering’’
and is therefore no longer included in the statistics (i.e.,
the cold pool is decreasing in size), and thus is absent
if statistics are complied to the point of the cold pool
radial maximum (not shown). The lag in water vapor
depression and the subsequent nonrecovery of the cold
pool water vapor were also seen in the observations of
Young et al. (1995). Further examination of Fig. 11
shows, as one would expect in the boundary layer, that
the moist static energy closely follows the water vapor
content of the boundary layer, while the buoyancy close-
ly matches the temperature profile.

Figure 12 shows the composites for water vapor, u,
moist static energy, and buoyancy at the center of the
cold pool. The behavior is similar to the cold pool mean
values except that the temperature and moisture de-
pressions are much greater, and that the water vapor
shows a clearer partial recovery in the later stages of
the cold pool development. This contrasts strongly with
the cold pool statistics just inside the gust front, com-
posited in Fig. 13. As already hinted at by the snapshots
of the boundary layer, the water vapor in the outer 30%
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FIG. 12. As Fig. 11 but calculated for the wake centers. FIG. 13. As Fig. 11 but calculated for the points corresponding to
the last 33% of the wake radius lying inside the gust front, using the
1D compositing technique. The composite is here calculated between
the time of cold pool detection and the time at which the maximum
radius is achieved (i.e., decaying phase ignored). The 44 wakes that
require at least 1 h to achieve their respective maximum radii are
composited.

FIG. 14. Schematic diagram of cold pool development. (A) A deep convective tower develops,
moistening and cooling the subcloud layer through the evaporation of rainfall, air that already
had high ue values. (B) As convective tower matures, downdrafts introduce cold, dry air into the
boundary layer, and the moist band is advected at the edges of the newly formed cold pool. (C)
Convective system dissipates, leaving cirrus remnants. The edges of the cold pool have already
recovered in temperature due to the action of surface fluxes, and are able to trigger new convection.
In the wake of the downdraft, environmental air is entrained into the boundary layer, causing the
fast recovery of the temperature to prewake conditions, but increasing the moisture perturbation.

of the (buoyancy defined) cold pool is always moister
than the boundary layer mean. After the initial 30 min,
the water vapor perturbation remains constant at about
0.2 g kg21.

Figure 13 thus confirms that the high vapor contents
on the edge of cold pools, and the associated high values
of CAPE observed by Tompkins (2001), are in fact not
the result of recovery through surface fluxes, but are
the product of a more complicated process, produced
schematically in Fig. 14. The air that seeds cumulus
clouds is already by definition moister than average,

with higher ue values, as already seen in TOGA COARE
observations (Kingsmill and Houze 1999). The bound-
ary layer below convection is moistened and cooled by
the evaporation of precipitation, before the convective
downdraft itself reaches the boundary layer, exactly as
observed by Betts (1984). This explains the apparent
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FIG. 15. Snapshot of reversibly calculated CAPE, taken 30 min
into the simulation.

FIG. 16. Snapshot of reversibly calculated CIN, taken 30 min into
the simulation.

lag between the cooling and moistening peak observed
both here and in observations. This wet-bulb evapora-
tion process does not affect the ue of the air, but does
introduce a negative buoyancy perturbation. This neg-
atively buoyant air is then pushed out on the edges of
the following downdraft, which injects cold dry air of
a much lower buoyancy into the boundary layer. Since
both air masses are negatively buoyant they are collec-
tively identified as convective wake air, but the marked
difference in the water vapor profiles of Figs. 12 and
13 reveals their different respective histories. The ex-
amination of individual cold pool events revealed that
this cold, dry air tends to undercut the moister air at
the gust front, but that the dynamical circulation around
the wake head maintains the general water vapor struc-
ture and the two distinct moist and dry cold pool regions.

Surface fluxes, enhanced by increased surface winds
and larger surface–boundary layer differences, act to
increase the wake’s temperature and moisture content,
but turbulent entrainment of air from above the bound-
ary layer roughly cancels this for water vapor at the
gust front, while enhancing the recovery of temperature.
As the temperature depression recovers, CIN reduces.
At the same time, the positive water vapor perturbations
mean that the parcel has to be lifted through a smaller
distance to reach its Lifting condensation level. Even-
tually CIN will almost be removed and any small uplift
of the gust front boundary layer air can trigger new
convection, which will preferably occur at these loca-
tions due to the presence of large CAPE values. The

collision of a cold pool with another wake, even at very
small horizontal velocities at the point when the wakes
have almost recovered, is enough to provide the nec-
essary uplift, and will generate convection at smaller
radii. Note that since the cold pool air itself is the source
for new convection, this mechanism for initiating deep
tropical convection is different from that observed by
Fankhauser et al. (1995) and Kingsmill (1995), who
noted that convection was triggered ahead of colliding
cold pool air (or sea breeze front) air in a similar fashion
to that noted in squall lines system propagation. These
studies were conducted over land in situations with vig-
orous wakes.

To illustrate the spatial distribution of CAPE and CIN
with respect to cold pool activity, Figs. 15 and 16 show
these quantities for the model field 30 min into the sim-
ulation, the same point in time as the earlier snapshots.
As seen in Tompkins (2001), the highest CAPE values
in the domain are very clearly associated with the outer
regions of the cold pools. At the same time, while the
majority of the cold pool regions are associated with
significant CIN, the CIN is observed to reduce to almost
zero moving toward the edges of the wakes, exactly in
the places where the largest CAPE values are found.

5. Discussion

Here we briefly examine the general evidence in ob-
servational studies for the triggering mechanism found
in the numerical investigation. First, it should be noted
that the mechanism suggested here for deep convection
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would be difficult to identify directly in observations
since, at the point the new convection is spawned, the
temperature perturbation is limited in magnitude and
difficult to associate with previous cold pool activity.
However, in possible support of the mechanism, it is
interesting to note that both Young et al. (1995) and
Saxen and Rutledge (1998) observed that the mean wake
in their studies exhibited almost complete recovery in
temperature to prewake conditions, despite the fact that
the advent of new convective activity was reported to
have terminated the compositing of many cold pools
(i.e., the boundary layer temperature begins to fall be-
fore recovery is complete). This therefore implies that
in the cases where cold pools initiate new convection,
this event must have usually occurred when the cold
pool was already mature and had almost recovered in
temperature, rather than substantially before.

In addition, many other cold pool characteristics iden-
tified in this study are easier to verify from field ex-
periments. Observations of the moistening and cooling
of the in situ boundary layer air by evaporation of pre-
cipitation in the vicinity of convection were made by
Betts (1984). Increases in water vapor by as much as 3
g kg21 were noted, prior to the development of the
downdraft and associated cold pool, exactly as seen in
the CRM simulation. Young et al. (1995) documented
the longer delay in the onset of the dry vapor pertur-
bation. In their studies, both Geldmeier and Barnes
(1997) and Johnson and Nicholls (1983) identified the
smaller spatial extent of the water vapor depression rel-
ative to the temperature signal. In other words, the pe-
riphery of the wakes in their studies had vapor amounts
equal (or exceeding) the background environmental val-
ues, just as has been noted here. Furthermore, Johnson
and Nicholls (1983) emphasized in particular the sig-
nificant time delay in the onset of the water vapor de-
pression, which was also noted by Zipser (1977), and
also highlighted the role of entrainment for the fast re-
covery of temperature. Perhaps the best example of ob-
servations confirming these model findings is the in-
vestigation of Addis et al. (1984), who showed water
vapor increasing significantly on the passage of a cold
pool gust front, which they identified with a mature
front. They also note that in cases where the cold pool
was drier than the environmental value, that the dryness
occurs a long way behind the front.

With the knowledge gained from this numerical in-
vestigation, it now becomes clear why the behavior of
the water vapor fields varies substantially between cold
pools in observational studies. The variability is not
only due to contrasting attributes of the respective parent
convective towers, but also to the position the obser-
vation has taken relative to the convection. If the cold
pool is sampled near the deep convective downdraft,
the entire history of the cold pool is observed. The
measurements will reveal the onset of a dry perturbation
at around the same time as, or perhaps later than, the
occurrence of the temperature anomaly, with the mois-

ture taking longer to recover. Exactly these features are
seen in an example cold pool (Fig. 17) observed during
the TOGA campaign. The data are from Young et al.
(1995) and the reader should refer to this paper for
details of the observation techniques. Since cold pools
are more likely to be identified if they are sampled near
their source, these features are also reflected in the cold
pool composites of Young et al. (1995). On the other
hand, if the measurement is taken farther from the con-
vective tower, the cold pool is only sampled at its ex-
tremities, and only during its mature phase. As noted
in the observations of a mature cold pool by Addis et
al. (1984), in these cases the temperature drop at the
gust front is not accompanied by any clear water vapor
signature, or indeed the water vapor may even increase
on the passage of the front, as shown in the example in
Fig. 18. In order to emphasize how the CRM can reveal
this behavior, Fig. 19 shows a cold pool measured in
four different locations of differing distances from the
cold pool center. The plot clearly shows how a ship
taking measurements near the convective tower would
measure a sharp fall in boundary moisture as the cold
pool passes, with a delayed recovery with respect to the
temperature. On the other hand, if the ship sampled the
same cold pool a distance of 5.25 km away, it would
instead note a small increase in humidity on the passage
of the front.

6. Conclusions

The large-scale circulation in the Tropics is intimately
tied to the organization of tropical deep convection, and
thus it is crucial to understand the factors that control
this organization. Even in the absence of large-scale
wind shear or SST gradients, it is possible that other
feedback mechanisms can act to spontaneously organize
tropical deep convection. Tompkins and Craig (1998),
for example, used a 3D cloud-resolving model to show
that interactions between radiation and convection could
act to strongly localize convection. Tompkins (2001)
followed from this study, and revealed that even if the
radiative–convective interactions were removed, deep
convection still organized into mesoscale clusters on the
order of 200 km in lateral extent, separated by clear
regions in which convection was suppressed. The in-
teraction between convection and the water vapor field
was found to be responsible for the formation of the
convective clusters, but it was noted that cold pool ac-
tivity initiated new deep convective cells at their bound-
aries. It is this role of cold pools that has been inves-
tigated further in this paper.

Cloud-resolving model experiments were conducted
to document the evolution of cold pools produced by
deep convection in the situation of limited large-scale
wind shear. Ignoring the cold pools resulting from mul-
tiple deep convective events, the mean model cold pool
attained a minimum temperature and water vapor mix-
ing ratio depression of 1 K and 1.5 g kg21, respectively,
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FIG. 17. Rainfall (mm h21), potential temperature (u) (K), water vapor mass mixing ratio (g kg21), and wind speed
(m s21) for a cold pool measured during the TOGA campaign (for details see Young et al. 1995).

attained a horizontal velocity increase of 4.8 m s21, and
the latent and sensible heat fluxes are increased by a
factor of 1.9 and 2.6, respectively. The cold pools had
a mean lifetime of approximately 2.5 h and attained
maximum radii ranging from 3 to 18 km, with a mean
of 8.6 km. Taking the organization of convection into
account, these figures are consistent with observational
studies of convective wakes.

The composite statistics showed that the development
of the cold pools consisted of three stages. As observed
by Kingsmill and Houze (1999), the boundary layer air
in the deep convective inflow region is already higher
in ue than average. Before the downdraft develops and
reaches the subcloud layer, this high-ue air can be cooled
and moistened by the evaporation of rainfall. This is the
reason that the temperature perturbation often occurs
before the onset of the moisture perturbation. The down-
draft then injects cold and dry air into the boundary
layer, and the spreading cold pool is consequentially
moister than average just inside the gust front but drier

in the central regions. Finally, mass conservation re-
quires that air from above the boundary layer be en-
trained into the wake of the expiring downdraft, thus
causing the central regions of the cold pool to recover
very quickly in temperature, but increases further the
moisture perturbation. Many observational studies have
confirmed this behavior of cold pools both in terms of
the more limited spatial extent of the vapor depression
and its delayed onset relative to the temperature per-
turbation.

The most surprising result of this paper is that in
situations of deep convection over the oceans, in low
vertical wind shear, the mechanism by which convec-
tively generated cold pools trigger new deep convec-
tive cells is completely different from the dynamical
lifting role previously assumed. Despite the fact that
Rotunno et al. (1988) proposed that cold pool gener-
ated circulations without low-level vertical wind shear
inhibit deep lifting and would not be conducive for
triggering new deep convective cells, this dynamical
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FIG. 18. As Fig. 17 but for a different wake.

role of cold pools has generally been the unique mech-
anism previously suggested. In fact, the cold pool ini-
tiation role in low wind shear situations is very much
a thermodynamical one. Cold pools spread to a radius
determined by the time taken for surface fluxes to re-
cover the cold pool temperature, thereby reducing CIN.
At these radii, the vertical and horizontal velocities are
limited, reducing the dynamical uplift of boundary lay-
er air to a minimum. But the cold pool water vapor
and ue remain higher than in the surrounding environ-
ment, despite the turbulent mixing that has occurred
during the maturing of the wake. Thus the outer regions
of the mature wake are associated with high CAPE
values, and low CIN, and therefore any small lifting
can easily spawn the next generation of deep convec-
tive clouds. Often, the collision of two mature cold
pools provides the lifting to initiate new convection.
The reason why this role has not been identified from
observational data is an obvious one: at the radii at
which the cold pools initiate new convection the cold

pool temperature depression is by definition very lim-
ited and would be difficult to associate with a specific
convective event.

One consequence of the identification of this mech-
anism is that, since the reduction of cold pool CIN large-
ly determines the radius to which cold pools evolve
before they can trigger new events, the organization, or
‘‘clustering,’’ of convection is likely to be sensitive to
the magnitude of surface fluxes. Further numerical ex-
periments will need to be conducted in order to assess
the relative roles of surface fluxes, turbulence mixing,
and the evaporation of precipitate in the cold pool evo-
lution.

This paper has highlighted the crucial role that the
water vapor field plays in the tropical circulation. Tomp-
kins and Craig (1998) have already shown that the (con-
vectively determined) water vapor field, along with
clouds, influences the radiative forcing in such a way
as to strongly organize tropical convection. Tompkins
(2001) showed how the water vapor field itself directly
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FIG. 19. Time series of rainfall (mm h21), potential temperature (u) (K), and water vapor mass mixing ratio (g kg21)
for a cold pool from the CRM experiment. The measurements are taken directly under (solid line), 1.75 km to the west
of (dotted), 3.5 km to the north of (dashed), and 5.25 km to the east of (dot–dash) the convective core.

influences the location of convection. This paper has
emphasized that even the issue of cold pool dynamics
and their initiation of new convective events involves
the water vapor field in a central role.
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